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ABSTRACT: A singularly perturbed model is proposed for a system comprised of a PEM Fuel Cell 
(PEM-FC) with Natural Gas Hydrogen Reformer (NG-HR). This eighteenth order system is decomposed 
into slow and fast lower order subsystems using singular perturbation techniques that provides tools for 
separation and order reduction. Then, three different types of controllers, namely an optimal full-order, 
a near-optimal composite controller based on the slow and the fast subsystems, and a near-optimal 
reduced-order controller based on the reduced-order model, are designed. The comparison of closed-
loop responses of these three controllers shows that there are minimal degradations in the performance 
of the composite and the reduced order controllers.
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1- Introduction
Hydrogen is one of the most efficient carrier of clean energy 
in the world. By applying a fuel cell, the chemical energy 
produced by oxidation of hydrogen can be directly converted 
to electricity, without passing the state of heat and Carnot 
cycle [1]. 
Among different types of fuel cells, the Polymer Electrolyte 
Membrane Fuel Cell (PEM-FC) has been progressively 
improved in design [2]. Since it needs a reactant of hydrogen 
with high purity, there is a need for another process which 
produces hydrogen from an appropriate chemical substance. 
This is supplied by a Fuel Hydrogen Reformer. If the chemical 
substance is Natural Gas, the Fuel Hydrogen Reformer will 
be Natural Gas Hydrogen Reformer (NG-HR) [1]. 
Each of the two models of PEM-FC and NGHR has been 
separately studied in [3-6]. In [6], a single model has been 
developed by input coupling of  PEM-FC and NG-HR linear 
models.
In this work, we study the single model in [6] and present its 
singular perturbation model. Then, by employing singular 
perturbation methods, a linear transformation is attained. We 
use this transformation to attain a new model in which the slow 
and fast modes are completely isolated from each other. The 
advantage of this decomposed model is that its slow and fast 
subsystems can be studied independently, thus, design of a 
controller can be done for each of them separately. Eventually, 
a composite of the two reduced-order controllers can be 
applied to the system. Moreover, one can design the controller 
only based on the reduced-order model. Although none of the 
two designs is claimed to be optimum,   the responses closely 
resemble the behavior of the full-order optimal controller.

In this paper, we design the optimal full-order controller, 
near-optimal composite controller (i.e., composition of fast 
and slow controllers), and the near-optimal reduced-order 
controller. The outputs, the control inputs, and the states are 
compared for the resultant close-loop systems. 
This paper is organized as follows.  Section 2 describes the 
mathematical model of the system. In Section 3, singular 
perturbation theory is presented. In Section 4, the designing 
process of three types of controllers is described based on 
singular perturbation model of the system. In Section 5, 
simulation results are given. Finally, we make the concluding 
remarks in Section 6.

2- Mathematical Mode
For the sake of brevity, we do not present the full description 
of PEM-FC and NG-HR models. We refer the readers to a 
detailed description in [3-6]. 

2- 1- Model of PEM-FC      
The linearized state-space model of PEM-FC is given by [3-6]:

where xFC(t), that denotes the vector of state-space states, 
ublower(t), that represents the vector of inputs, and yFC(t), that is 
the vector of outputs, are defined by:
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Consider the following relation,

where δ describes the variation of related vectors near the 
steady state, and the subscript ss stands for steady state. 
The linearization is done around the following steady state 
point [4]:

Refer to Appendix I and Appendix II for more details.

2- 2- Model of NG-HR
The model of NG-HR is described as follows [3-6]:

where xFPS(t) is the vector of state-space states, uFPS(t) is the 
vector of input variables and yFPS(t) is the vector of the output 
variables as:

Let δ describe the variation of related vectors near steady-
stat. Then, we have:

The steady state value for Tcpox is 972 K and for yH2
an  is 8.8% 

[6, 7]. Refer to Appendix I and Appendix II for more details.

2- 3- Model of coupled system
With considering a common input between PEM-FC and 
NGHR, the two models defined by [1-7] are integrated into a 
single coupled eighteenth order model as follows [6]:

3- Singular Perturbation Model Of Two-time Scale Systems
A singular perturbation model of a linear time-invariant 
system with two-time scale is represented by:

where x and z are slow and fast state vectors of the system 
with dimensions n and m, respectively. u is control input 
vector with dimension r, and ε is a small positive parameter 
which describes small parasitic parameters in the model [8]. 
The system has n small eigenvalues near imaginary axis; and 
m eigenvalues with larger real parts. Therefore, the system 
has n dominant modes and m non-dominant modes. With 
e=0, the order of model decreases from (n+m) to (n). The 
importance of using a singularly perturbed model of a system 
is that if by reducing the order of a system, some criteria of 
control design are not met, by recounting e, the design can be 
improved [8].

3- 1- Definition of e for a two-time scale system

Suppose the system (13) is stable, so all the eigenvalues of the 

matrix of system, A, where                              , have negative real 

parts. By sorting its eigenvalues based on their real parts values 
in a large-to-small order, its vector of eigenvalues becomes:

The eigenvectors associated with the eigenvalues of the slow 
and the fast subsystems are respectively:

and

If |λsn|≪|λf1|, the system will have the properties of a system 
with two-time scale and e can be defined as [9]:

3- 2- Method of attaining decoupled model from singular 
perturbation model
Suppose that the model in the form of (13) is available. If the 
following condition satisfies:

where A22 is a nonsingular matrix [8], and the operator ‖.‖ 
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yields 2-norm of a matrix. A transformation matrix can be 
found such that the system in (13) will be transformed to the 
following format [8,9]:

The system (19) is in an appropriate decoupled form. So, the 
state spaces associated with the slow states, xs, and fast states, 
zf, can be studied individually.
The condition in (18) is only an approximate condition for the 
convergence. Most of the time if the less conservative condition 
in [20] is satisfied, the decoupling can be performed [9].

3- 3- Attaining singular perturbation model of system with 
two-time scale
Suppose a state-space model of a linear time-invariant system 
is available and the system has two-time scale properties, i.e. 
ε in (17) has a small positive value; to achieve a singular 
perturbation model of the system with two-time scale, there 
are two steps as follows:
1) Estimating the number of slow and fast states 
The model of the system, without considering the vector of 
inputs, is in the form of:

For estimating the singular perturbation model, first we 
determine the number of slow and fast states. For this reason, 
a special method is used from the references [10, 11]. In this 
method, the variable n should be equal to r, which minimizes 
the cost function of Vr. The description of Vr is as follows:

where n is the number of suspended slow states and (n+m) is 
the number of columns/rows of matrix A.  After estimating n, 
the amount of e will be calculated using equation (17).
2) Using Schur decomposition for attaining the standard 
singular perturbation model
Using Schur decomposition method [12, 13], a transformation 
can be calculated that transforms the matrix of system, A, to a 
matrix whose related sub-matrices satisfy the condition (18). 
[9] suggests a combination of two methods, permutation 
and scaling, to find a transformation matrix. Permutation 
rearranges the given states in a form which its first n states 
are corresponding to the slow states, and the next ones are 
related to the fast states. Scaling readjusts the units to reduce 
the norms of     , A0, A12 and L0 as much as possible. This 
combination method has two weakness points. First, this 
method is based on trial and error, and it is not suitable for 
a system with large dimension. Second, the transformation 
matrix has only n+m nonzero elements of (n+m)2 elements, 
thus, all the capabilities of transformation matrix are not 

used. If the matrix of a system has many off-diagonal nonzero 
elements, this method will not be appropriate. Alternatively, 
[8,7] extract transformation matrix using only the first two 
terms of exponential expansion of the matrix F(ε)=εA. In 
this paper, Schur decomposition is used instead, and the 
transformation matrix is calculated accordingly.
Using Schur decomposition, the matrix of system, A , can be 
transformed into a quasi-upper triangular one [12]. By another 
transformation which permutes the rows of the new matrix to 
an appropriate one, a standard form of singular perturbation  
can be attained, and then it can be decoupled and transformed 
into the form of (19). Theorem 1 and Theorem 2 describe this 
method in more details.
Theorem1. (A real Schur form of matrix  A) [12]
Suppose that a1±ib1, a2±ib2, … and ap±ibp are complex 
conjugated eigenvalues of matrix A and λ2p+1, λ2p+2, … and λq 
are its real eigenvalues with rank q. There is an orthogonal 
similarity transformation Q such that:

S is in quasi-upper triangular form, where Br(r=1,2,…,p) is a 
2×2 matrix with eigenvalues of ar±ibr.
Theorem 2. (block-diagonal decomposition from Schur 
decomposition) [13]
If the below transformation

is a Schur decomposition, A∈Cl×l, and λ(Tii)∩λ(Tjj)=∅, i≠j, 
then there is a nonsingular matrix Y∈Cl×l such as:

From Theorem 2, it can be inferred that if by Schur 
decomposition matrix A is transformed into matrix Â in the 
following format:

and λ(Â11)∩λ(Â22)=∅, then there will be a transformation 
matrix Y which transforms Â to a block-diagonal form (19).

3- 4- A transformation matrix for simplification
From equation (12) the matrix of system is defined as:
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Because of its special format, each of the sub-system FC 
and FPS can be decomposed into slow and fast sub-systems 
(for simplifying decomposition). Suppose that the zero-input 
system FC be given by:

T1 is the transformation matrix as:

that transforms system (28) to the following form:

where x1 and z1 are the vectors of slow and fast states of the 
sub-system FC, respectively.  
Let the system FPS be given by 

and T2 be the transformation matrix as:

T2 transforms system (31) to the following form:

where x2 and z2 are the vectors of slow and fast states of sub-
system FPS, respectively.
If we define a transformation T as:

the system:

will be transformed into the following form:

By another transformation, T3,  which is defined by:

where Ii, i=1,…,4 are matrices with appropriate dimensions. 
Finally, the system will be transformed into the following form:

Therefore, the slow and fast states, x and z, and the total 
transformation matrix, Ttotal, will be:

4- Design Of Controllers

4- 1- Design of optimal controller for full-order system
The decoupled system achieved from applying appropriate 
transformations is given in (41):

The objective function is defined by:

To achieve optimal control input based on objective function 
(42), the following algebraic Riccati equation shall be solved:

in order to reach the optimal control input [8]:
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4- 2- Design of near-optimal controller for reduced-order model
The near-optimal controller can be designed based on 
reduced-order model of system instead of the full-order one. 
For this reason, slow-subsystem is selected as reduced-order 
model. By setting żf=0 in (41), the reduced-order model is 
defined as follows:

where

Since Af is nonsingular, it contains only the fast modes, i.e. 
the largest eigenvalues of system, Af

-1, exists.
The objective function is defined as follows [8]:

where:

To obtain optimal control input with regards to (47), the 
below algebraic equation shall be solved:

Then, the optimal control input will be achieved as [8]:

4- 3- Design of near-optimal composite controller
Another way to design a near-optimal controller is based 
on both slow and fast isolated sub-systems. This controller 
approximates optimal controller better than near-optimal 
reduced-order one. In this way, the slow and fast subsystems 
are designed individually. Then, they are composed to form 
a composite controller [8]. This approach decreases the 
stiffness difficulties , because instead of designing a control 
input for a system with order n+m, two control inputs will be 
designed for two systems with orders n and m; therefore, the 
computational cost will dramatically decrease.
Consider the optimal control problem defined by equations  
(41) and (42); the following theorem addresses the estimation 
of the near-optimal composite controller.
Theorem 3. [8]
If G2 is designed such that Re λ(Af+Bf G2)<0, then there will 
be an ε*>0 such that if the composite control law:

is applied to the system described by (41), the states and 
control inputs of the resulted closed loop system with any 
bounded initial conditions x0 and z0, for any finite  t and all 
ε∈]0,ε*] are approximated by:
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where Ks is the solution of below algebraic Riccati equation [8]:

The objective function for the fast sub-system is defined as:

Thus, the optimal controller uf for the fast sub-system is

where Kf is the solution of below algebraic equation [8]:

5- Simulation Results
5- 1- Finding number of slow states and  ε
Using the method described in sub-section 3.C.1 and equation 
(22), the number of slow states becomes 9, i.e. n=9. In Figure 
1, Vr has been plotted as a function of  r, i.e. the number of 
suspended slow states. By setting r=9 , the pseudo minimum 
of Vr is resulted. Absolute minimum of Vr occurs in r=2. 
However, to have a good estimation of system, we select 
9 as the number of slow states of system because the slow 
subsystem can be an approximation of the full-order system.
From on equation (17), ε is achieved as:

5- 2- To obtain decoupled singular perturbation model 
Using methods given in sub-section ‎3.C.2 and 3.D, the decoupled 
singular perturbation model of system is achieved in the form of 
(41). The associated matrices are presented in Table 1.

5- 3- Results of applying optimal controller, near-optimal 
reduced and composite controllers
The matrix R in objective function (42) based on reference 
[6] is defined as:

The initial values of transformed state states (41) for full-
order model is selected as:

Thus, for the reduced-order model (45) we have

For the design of composite controller, the initial values for 
states of the slow sub-system are similar to equation (74), but 
the initial values for states of fast sub-system are given by (61).
With having identical initial conditions, the closeness of 
outputs under three types of controllers to that under the 
optima controller can be inferred by plotting all outputs in 
one diagram. Figure 2  shows these responses. As it can be 
observed from Figure 2, both responses associated to near-
optimal reduced-order controller and near-optimal composite 
controller behave closely to the optimal full-order controller.  
The values of objective functions related to full-order system 
(Jfull-order) and reduced order system (Jreduced-order) are attained as 
1.2817 and 1.3601. The value of objective function for the 
composite controller (Jcomposite) is attained as 1.2841. This 
result is expected because the composite controller should 
be more accurate than the reduced-order one. This is also an 
expected result based on the reference [8] which asserts that:

It can be realized from the amount of objective functions that 
the loss of performance compared with the optimal cost, with 
near-optimal composite controller, is less than 0.18% and with 
near-optimal reduced-order controller is less than 6.12%. Thus, 
using each of the near-optimal composite or reduced-order 
controllers results in a performance close to that of the full-
order optimal controller. This also indicates that this model has 
singular perturbation properties with two-time scale.
Furthermore, the trajectories of the basic state space system 
under the optimal full-order, reduced-order, and composite 
controllers, described by (12) are plotted all in a single 
diagram to be compared with each other (Figure 3); also the 
comparison of related control inputs is presented in Figure 
4. Figure 3 and Figure 4 also exhibit that near-optimal 
controllers are acceptable approximates for the optimal ones.
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Table 1. matrices of decoupled system

(a)

(c)

(b)

(d)

(e)

Fig. 2. output responses for different types of controllers (a) 1st output, (b) 2nd output,…, (e) 5th output
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6- CONCLUSION
A singular perturbation model of the eighteenth order system 
of Polymer Electrolyte Membrane Fuel Cell coupled with 
Natural Gas Hydrogen Reformer with two-time scale was 
introduced in this paper. Applying the near-optimal controller, 

designed based on the reduced-order model, and slow and 
fast models resulted from the two-time scale model, indicates 
that all the simpler controllers have a performance near to 
optimal full-order controller. This shows the achieved model 
of two-time scale singularly perturbed  is acceptable. 

(a)

(c)

(a) (b)

Fig. 3. trajectories of basic states for three types of optimal controllers; (a) 1st state, (b) 7th state, (c) 10th state, (d) 18th state.

Fig. 4. comparison of three types of optimal control design; (a) 1st input, (b) 2nd input.

(d)

(b)
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Appendix I: (matrices of original system) [6]
6.3091 0.0000 10.954 0.0000 83.7446 0.0000 0.0000 24.0587

0.0000 161.08 0.0000 0.0000 51.5292 0.0000 18.026 0.0000
18.786 0.0000 46.314 0.0000 275.659 0.0000 0.0000 158.374

0.0000 0.0000 0.0000 17.351 193.937 0.0000 0.0

− −
− −

− −
−

=FCA
000 0.0000

1.2996 0.0000 2.9693 0.3977 38.702 0.1057 0.0000 0.0000
16.6424 0.0000 38.0252 5.0666 479.38 0.0000 0.0000 0.0000
0.0000 450.39 0.0000 0.0000 142.208 0.0000 80.947 0.0000
2.0226 0.0000 4.6212 0.0000 0.0000 0.0000 0.00

−
−

− −
00 51.211

 
 
 
 
 
 
 
 
 
 
 

−  
0.0000
0.0000
0.0000
3.9467
0.0000
0.0000
0.0000
0.0000

 
 
 
 
 
 =  
 
 
 
 
  

FCB

0.0000 0.0000 0.0000 5.0666 116.4500 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000

12.9699 10.3235 0.5693 0.0000 0.0000 0.0000 0.0000 0.0000

− 
 =  
 − 

FCC

0.0000
0.0000
0.0000

 
 =  
  

FCD

1 0 0 0 0 0 0 0 0 0
0 0.994 0.088 0 0 0 0 0 0 0
 

=  − 
FPSC

0 0
0 0
 
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 

FPSD
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Appendix II: Naotations [6]
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Nomenclature
mO2 mass of oxygen ublo air blower signal
mH2 mass of hydrogen uvalve valve blower signal
mN2 mass of nitrogen Tcpox catalyst temperature
wcp compressor speed, rad/sec pan

H2 pressure of hydrogen in the anode
psm pressure of gas in supply manifold pan anode pressure
msm mass of gas in supply manifold phex heat exchanger pressure
mH2OA mass of water in the anode channel wblo speed of the blower , rad/sec
prm pressure in the return manifold phds pressure of hydro-desulfurizer
Wcp compressor flow rate pmix

CH4 pressure of CH4 in the mixer
nst stack voltage pmix

air pressure of air in the mixer
ncm compressor motor input voltage pwrox

H2 hydrogen pressure in water gas shift converter (WROX)
Ist stack current pwrox total pressure in WROX


