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ABSTRACT: Al-Generated Texts (AIGTs) refer to written content produced by artificial intelligence
systems using technologies such as natural language processing and machine learning. The rise of AIGT  Received: Apr. 23, 2025

has introduced new challenges in content authenticity, trustworthiness, and information integrity across  Revised: Aug. 26, 2025

digital platforms. In low-resource languages, like Arabic, AIGT detection is challenging because of  Accepted: Sep. 08,2025

their more complex structural features. Accurate identification of Al-generated versus human-written ~ Available Online: Oct. 10, 2025
text is essential to combat misinformation, preserve credibility in communication, and enhance content
moderation systems. In this study, we propose a novel framework for AIGT detection on the AutoTweet
Dataset, an annotated corpus of Arabic tweets. To the best of our knowledge, this is the first work to
leverage Large Language Models (LLMs) for AIGT detection in Arabic, addressing a critical gap in low-
resource natural language processing. We introduce a dynamic few-shot prompting technique, powered
by aretrieval-based Judge Prompter module, which selects semantically and stylistically relevant support
examples to enhance the contextual understanding of LLMs. We conduct a comprehensive evaluation
across multiple LLMs, including Mistral-7B, LLaMA-3.1-8B, and ALLaM-7B-Instruct-preview, under
zero-shot, few-shot, and fine-tuning scenarios. Our best results were achieved using Mistral-7B with
QLoRA fine-tuning and dynamic few-shot prompting, reaching an accuracy of 88.69% and an F1-score
of 88.35%. These findings demonstrate the feasibility of adapting LLMs for AIGT detection in Arabic
and highlight the effectiveness of context-aware prompting in low-resource settings, paving the way for
future progress in text classification.

Review History:

Keywords:

Arabic Text Detection
Al-generated Text
Zero-Shot Learning
Few-Shot Learning

Supervised Fine-Tuning

significant ethical challenges [5]. While AIGT’s capacity
to produce coherent, contextually relevant text has many
benefits, it also presents risks, such as the spread of
misinformation and fake news. These risks can undermine

1- Introduction

Artificial Intelligence-Generated Content (AIGC) refers
to the creation of digital media, such as images, music, and
text, using advanced Al models [1]. By interpreting user

instructions, AIGC generates content that closely aligns
with human intent. Unlike traditional content creation,
AIGC employs cutting-edge Generative Al techniques to
automate the process, allowing for the rapid production of
substantial amounts of content [2]. As part of AIGC, content
generation bots are automated systems designed to produce
and share different kinds of content in online media. If the
content is text, known as Al-Generated Texts (AIGTs), these
bots use Natural Language Processing (NLP) algorithms to
generate diverse content forms such as articles, social media
posts, and product descriptions [3]. When integrated with
AIGT technology, these bots can deliver highly relevant and
responsive content in real time, adapting to user inputs. This
integration enhances the scalability and speed of content
creation [4].

The advanced capabilities of AIGT bring with them

*Corresponding author’s email: h.vahabie@ut.ac.ir

public trust and skew societal perceptions [6]. Other issues
include plagiarism, intellectual property infringement, and
the creation of deceptive product reviews, which harm both
consumers and businesses [7, 8].

In light of the complex and multifaceted ethical
considerations  surrounding AIGT, the responsible
development and deployment of these technologies are
crucial to fully realize the societal benefits they can offer.
Recent research is now focused on developing detectors to
differentiate between machine-generated and human-authored
content [9]. These detection tools are a key safeguard against
potential misuse of AIGT, helping to maintain integrity and
trust in digital information [7].

Efforts to tackle challenges in AIGT have concentrated
heavily on the English language, driven by its global reach
and the abundance of extensive, diverse datasets crucial
for training powerful language models. Key research areas
include enhancing factual accuracy, improving the detection
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of Al-generated misinformation, and reducing biases in
generated content [10, 11]. For languages like Arabic, one of
the most spoken languages globally, progress in bot detection
is slower and faces unique challenges due to fewer resources,
tailored research efforts, and linguistic complexity12] ]. The
Arabic language’s complexity, including its rich morphology,
diverse dialects, and unique syntactic structures, complicates
the development of accurate Al language models [13, 14].
Furthermore, the lack of extensive high-quality datasets
in Arabic, considered a low-resource language, limits the
performance of AIGT systems [15]. This data limitation can
impede the development of models capable of accurately
identifying bot-generated content in the Arabic language
[16]. Nevertheless, the potential of models to distinguish
between human-written and bot-generated text in Arabic is
encouraging, despite these barriers [17].

AIGTs are synthetic texts produced by Large Language
Models (LLMs) in response to user inputs [18]. In NLP,
LLMs play a key role in distinguishing human-written from
Al-generated text [19], often through Transformer-based
Frameworks (TF) that detect statistical and linguistic patterns
unique to Al output [20]. These detectors assess features
like vocabulary, sentence structure, and coherence, with
methods such as perplexity scoring frequently used, since
Al text typically has lower perplexity due to its probabilistic
generation process [1]. For Arabic, LLMs offer a significant
advantage by understanding and producing language that
closely resembles human communication, because of training
on large Arabic corpora [21]. This enables them to identify
human-like traits, including cultural references, informal
expressions, and Arabic-specific structures [22]. Furthermore,
LLMs can analyze semantic and syntactic aspects to detect
anomalies indicative of bot-generated content [23], using
their deep contextual understanding to spot irregularities,
inconsistencies, and unnatural language patterns associated
with automated text[24].

In this study, we addressed the critical challenge of
detecting bot-generated content in low-resource languages,
with a particular emphasis on Arabic. To this end, we made
several notable contributions to the field of NLP:

1. Comprehensive evaluation of LLM frameworks:
We investigated the capabilities of LLMs under three distinct
frameworks, zero-shot prompting, few-shot prompting, and
fine-tuning, to evaluate their effectiveness in detecting bot-
generated content in low-resource languages.

2. Innovative fine-tuning methodology: In this work,
we presented a new dynamic few-shot prompting technique
that uses semantic similarity and stylistic compatibility with
the test instance to choose the most informative examples
from a training set. Unlike static few-shot methods that build
static contextual prompts, our approach dynamically selects
and builds contextual prompts for every input, improving the
interpretability and accuracy of LLM predictions.

This paper is organized as follows: In Section 2, we review
related work on the detection of human and bot-generated
content using various NLP techniques. Section 3 outlines
our methodology, which is based on LLMs. Following this,
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Section 4 presents our results and conducts a comparative
analysis between our methods as well as previous research.
Finally, Section 5 concludes the paper and discusses directions
for future work.

2- Related works

Initial works of differentiating between human-generated
and bot-generated content focused on basic neural language
models, such as those pioneered by Bengio et al. [25],
which paved the way for applying models to tasks like
machine translation. These models, though early stage, laid
the groundwork for distinguishing human versus machine
language patterns by leveraging neural networks to better
understand linguistic structure. Their work laid the foundation
for many advancements in language modeling that followed,
including the development of more complex architectures
like transformers used in today’s LLMs. Cutting-edge
pre-trained language models encompass masked models
(encoders), autoregressive models (decoders), and encoder-
decoder models. Each type serves specific functions such
as classification or text generation, while encoder-decoder
models integrate both roles for improved outcomes [2].

Research on using LLMs to differentiate between
human-generated and bot-generated content, especially
in Arabic, is still emerging, but several efforts provide a
foundation. Alhayan et al. [26] investigated the application of
ensemble learning methods to differentiate between human
and computer-generated Arabic reviews. The researchers
developed a model that combines several machine learning
algorithms, such as Naive Bayes (NB), Logistic Regression
(LR), Decision Trees (DT), and Random Forest (RF), to
improve detection precision. The study aimed to leverage
a combination of machine learning and deep learning
techniques, including Convolutional Neural Networks
(CNN), RNN, LSTM, transformer models, and ensemble
methods, to classify Arabic reviews as either human-authored
or computer-generated

Alghamdi et al. [27] investigated techniques to distinguish
between tweets created by Generative Artificial Intelligence
(GenAl) and those authored by humans in Arabic on the X
platform (previously known as Twitter). The researchers
collected a dataset comprising 375 human-authored tweets
and 375 tweets generated by GenAl. To effectively identify
the differences between these two categories of content,
various machine learning models, including Support Vector
Machine (SVM), NB, and DT, were developed and evaluated.

The emergence of transformer models, such as GPT-
3 and its successor GPT-4, has markedly enhanced the
capacity to effectively represent and analyze natural language
models. These models, with billions of parameters, analyze
token sequences and context, making it easier to identify
inconsistencies typical of bot-generated text compared to
human-authored content [28].

Harrag et al. [29] utilized a transfer learning approach
with the pre-trained AraBERT model fine-tuned specifically
for detecting machine-generated text in Arabic. The model
is trained on a dataset that combines human-authored tweets
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Fig. 1. Methodological framework for end-to-end bot and human detection in Arabic.

with synthetic tweets generated by GPT-2 Small Arabic.
The performance of AraBERT is compared against several
Recurrent Neural Networks (RNN) baselines, including Long
Short-Term Memory (LSTM), Bidirectional LSTM (Bi-
LSTM), Gated Recurrent Unit (GRU), and Bi-GRU.

Alshammari et al. [30] aimed to create an Al text
classifier tailored for the Arabic language, tackling major
challenges existing Al detectors encounter with Arabic
texts. These challenges include the precise differentiation
between Human-Written Texts (HWTs) and AIGTs. The
researchers introduced an innovative classifier that leverages
two transformer-based models, AraELECTRA and XLM-R.
Their study evaluated the performance of these classifiers
against current detectors such as GPTZero and OpenAl Text
Classifier, achieving an 81% accuracy rate on the AIRABIC
benchmark dataset.

Alshammari et al. [18] developed detection models
using transformer-based pre-trained architectures, including
AraELECTRA, AraBERT, XLM-R, and mBERT. Their goal
was to identify Al-generated text in Arabic essays. To achieve
this, they constructed innovative datasets that included both
discretized and non-discretized texts, acknowledging the
additional challenge that diacritics can pose in the detection
process. Their experiments demonstrated that models
trained on discretized examples could achieve an impressive
accuracy of up to 98.4%, significantly surpassing existing
tools such as GPTZero, which only achieved 62.7% accuracy
on the AIRABIC benchmark dataset.

3- Methodology

Our proposed method for human-bot detection is shown
in Figure 1. The AutoTweet-Dataset-v1.0 [31] is used in this
method. During the preprocessing phase, we perform several
tasks, including tokenization and the removal of punctuation,
mentions, hashtags, and URLs. After preprocessing, in the
implementation step, we explore three learning approaches
using LLMs, which include:

1. Zero-Shot Learning: In this approach, the model
classified tweets based solely on a prompt, without any task-
specific training.

2. Few-Shot Learning: The few-shot prompt was
dynamically constructed with the test tweet and 4 example
tweets (2 from each class) that had been purposefully selected
with the Judge Prompter module.

3. SFT: In the final stage, we applied SFT using QLoRA
[32] to maximize accuracy. QLoRA is a memory-efficient
technique that enables the model to adapt its parameters using
a larger labeled dataset.

These methods allow the LLM to capture complex stylistic
and linguistic cues, significantly improving classification
accuracy for Arabic human-bot detection.

3- 1- Dataset

The AutoTweet-Dataset-v1.0 consists of 1,202,815 Arabic
tweets collected from 11,764 users over four days using
the Twitter streaming API. After filtering for user bias and
removing duplicates, 3,503 tweets were labeled as automated
(55%) or manual (45%) using the crowdsourcing platform
CrowdFlower, with high annotator agreement [31]. Some
examples of the data in the dataset are shown in Table 1.

3- 2- Zero-Shot Learning Using LLMs

Zero-shot learning capitalizes on a model’s language
comprehension to make predictions using the provided
prompt information, proving especially useful for tasks with
scarce or non-existent labeled data. This strategy has gained
more interest in NLP due to its efficiency in enabling LLMs
to perform classification with minimal setup [33]. Zero-shot
learning will help evaluate LLMs’ proficiency in identifying
subtle patterns, linguistic nuances, and stylistic features that
distinguish human-authored text from bot-generated text,
even without prior task-specific knowledge [34].

In our study, we applied zero-shot learning to classify
Arabic tweets as either generated by bots or authored by
humans, without the need for any task-specific training data.
We crafted a simple prompt to guide the model based on its
general language understanding, instructing it to categorize
the tweet content represented by the placeholder {T EXT } in
Figure 2. The model is directed to respond solely with “Bot”
or “Human,” excluding additional text. Zero-shot prompting
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Table 1. Some examples of the data in the dataset.

Tweet Label
RT @real  2012: elsledl JsU Wbl JIGds ALl : ogal, Bot
e 813 0 jlae bl gl able YO L aes 131 OW . dbly 1L ad 5 IS5 sols o pemdl £ 0,02(@727Retaj
4_]5.3 uman
T oyl g bl ] jmidly ¢ ST ot e ¥ € Sl IS L g ol A gl ilST S Bot
et JS e S| sl o slas e JA5g elid e juig clis cpoe Sladl 559 slits o Shedl 555 Shall SUle wolll 3 Human

! Arabic Human Bot Detection Task

1 Given a tweet in the Arabic language, predict whether the tweet is
. 'Bot', or 'Human'.

E Your output should be the '‘Bot’, or 'Human' without additional text.

| ### TWEET: {TEXT}
| ### PREDICTION:

Fig. 2. Zero-shot prompt.

leverages the model’s pre-trained capabilities without further
adjustment, allowing it to generalize across diverse tasks
purely through prompts [35].

While zero-shot learning provides a time-saving and
cost-effective baseline for LLM-based classification, it may
not achieve the specificity that task-tailored fine-tuning can
offer. Comparing it with few-shot and fine-tuning approaches
can illuminate the advantages and limitations of zero-shot
learning [36]. Our objective is to assess LLMs’ ability to
differentiate between human and bot-generated content,
testing the models’ language understanding skills specifically
in Arabic.

3- 3- Few-Shot Learning Using LLMs

Few-shot learning allows the model to observe a small set
of labeled examples, helping LLM identify relevant patterns
from limited data and improving classification accuracy
without the need for full fine-tuning. This technique enables
LLMs to generalize from minimal labeled data, leveraging
examples in the prompt to produce accurate task-specific
predictions [35].

To enhance the model’s ability to perform Arabic human-
bot detection based on a small set of knowledge through
examples, we implemented a few-shot learning method. Figure
3 shows our designed prompt, allowing LLMs to recognize
linguistic patterns specific to each class. In the designed
prompt, the exemplar placeholders for few-shot examples are
{bot —examplel} {bot —example2}, {human —examplel},
and {human —example 2}. We select two examples per class
as a representative of bot and human examples.
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3- 4- Supervised Fine-Tuning

Despite the advantages of few-shot learning, complex
tasks can require domain-specific fine-tuning to allow the
model to generalize effectively across diverse tweet structures
and patterns specific to Arabic language text [37]. To address
these limitations, we employ full fine-tuning of the model on
a larger labeled dataset [38]. To fully leverage the model’s
capacity for Arabic human-bot detection, we implemented
SFT of the LLMs.

SFT enables the model to learn from a set of labeled
data, allowing it to adapt its internal parameters and capture
specific patterns of bot and human-generated Arabic text. This
process is particularly beneficial for our task, as it enhances
the model’s ability to detect complex linguistic complexities
that may not be sufficiently learned through few-shot or zero-
shot prompting alone [39].

Let D :{x Ly, }i:[lN] denote the labeled dataset, where
b l.' represents an input example (an Arabic tweet) and Y,
denotes its corresponding label (“Bot” or “Human”). The
goal is to adjust the model parameters & to minimize the
loss function L on this dataset as described in equation (1).

. BERN , 1
6 = Argmin NZ L(f(x';;0 ),v) ()

Where f (x ,-';9 ) is the model’s prediction for input X l.'
, given parameters &, and L is the loss function measuring
the difference between the predicted and actual labels.

For fine-tuning, we utilized the QLoRA method, a cutting-
edge technique in machine learning, specifically tailored for
optimizing LLMs and was introduced in May 2023. This
approach significantly enhances efficiency by minimizing
memory usage and computational demands, making it an
ideal choice for fine-tuning in environments with limited
resources. QLoRA’s high memory efficiency and reduced
computational overhead ensure that even the most extensive
language models can be fine-tuned effectively without
compromising performance [32]. QLoRA combines two key
techniques: Quantization and Low-Rank Adaptation [40].

Quantization reduces the precision of the model’s
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Arabic Human Bot Detection Task

Given a tweet in the Arabic language, predict whether the tweet is
‘Bot', or 'Human'.

Your output should be the ‘Bot, or 'Human' without additional text.

Examples for Bot written tweets:

example 1: {bot-example1}
example 2: {bot-example2}

example 1: {human-example1}
example 2: {human-example2}

Examples for Human written tweets:

The tweet for prediction is as follows:

Fig. 3. Few-shot prompt.

Table 2. Distribution of labeled data for training and testing sets.

Split Bot-Generated Contents No. Human Written Contents No. Total
Train set 1432 1195 2627
Test set 512 364 876

weights from floating-point to lower-bit representations,
specifically 4-bit in our case. Let W denote the weight
matrix of the model; through quantization, ¥ is mapped to a
quantized matrix /¥ , as presented in equation (2):

W = Quantize (W) )

Here, Quantize (.) represents the function that lowers the
bit-width of W . This reduction significantly decreases both
memory usage and computational cost, making the model
more efficient.

Low-Rank Adaptation approximates weight updates
by representing the updated matrix A/ as a product of
two smaller matrices, 4 and B, where AW =AB”.
This approach retains essential information while reducing
computational complexity.

Our fine-tuning setup utilized the same prompt structure as
in the zero-shot approach (Figure 2) to maintain consistency
across different model setups. By iteratively adjusting the
model weights during fine-tuning, we enable our LLM to

gain a deeper understanding of the distinctive features of
Arabic bot and human tweets, achieving a more refined and
accurate classification performance.

4- Results and Discussion
4- 1- Implementation

We carried out experiments on NVIDIA H100 GPUs,
which offer a total of 80GB of GPU memory, alongside four
CPUs that provide 50GB of CPU memory. To facilitate model
training and validation, we split the labeled data, using a 75%-
25% division for the training and testing sets, as detailed in
Table 2. This approach ensured that the class distribution of
both automated and manual tweets was preserved in each
subset. The test sets were employed for zero-shot and few-
shot evaluations, while the training sets were used for fine-
tuning.

To test the generalization capabilities of various LLMs,
we experimented with three open-source instruction-tuned
models. Mistral-7B [41], is a dense transformer language
model with 7 billion parameters that achieves competitive
performance while being efficient with inference. LLaMA-
3.1-8B[42]isalarger-scale model from Meta’s LLaMA family
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Table 3. Hyperparameter Settings for Fine-Tuning.

Hyperparameter Value / Setting
Quantization 4-bit
QLoRA Rank (r) 8
Optimizer AdamW
Learning Rate 2x10™
Epochs 10
Batch Size 5
Sequence Length 512 tokens

with 8 billion parameters and has improved multilingual
understanding, and ALLaMA-7B-Instruct-preview [43] is a
family of LLMs trained for Arabic and further fine-tuned for
a variety of downstream tasks, including classification.
Table 4 presents the setup for fine-tuning LLMs using the
SFT approach. We use QLoRA parameters with a rank » =8
with a 4-bit quantization mode. We incorporated an AdamW
optimizer with a learning rate of 2*10™*. The training process
continued for 10 epochs with a batch size of 5, using fixed
sequence lengths 512 in the tokenization step of LLM.

4- 2- Judge Prompter

The Judge Prompter module is a fundamental part of
our few-shot prompting framework, with the focus on
contextualizing test instances with support examples in low-
resourced language classification. In this context, the judge
module allows it to be a semantic and stylistic filter that
allows for the selection of example filters from candidate
pools of either class (bot or human) to create effective few-
shot examples for LLMs. Classic few-shot learning usually
involves the task of either a static set of example prompts or a
randomly assigned sample of examples, which can introduce
noise and reduce classification performance.

The Judge Prompter would dynamically find support
samples that lexically, semantically, topically, and stylistically
align to the provided query tweet, and the result would lead to
better-informed and interpretable output predictions with the
LLMs for the classification decisions. The Judge Prompter
works in the following multi-stage process:

1. Preparing Input: First, for the input tweet (the query),
we first apply Arabic BERT to compute an embedding. Then,
using cosine similarity in embedding space, we find the top-
5 similar tweets from the bot class and the top-5 from the
human class. This makes for a candidate pool of 10 tweets.

2. Prompt Construction for Judging: The candidate
examples, along with the query tweet, were taken into the
judging prompt with a structured template, and then the
examples were passed into the LLM (e.g., GPT-40) as the
judge, which selects the best-placed support examples. The
structured template is defined in Figure 4:
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3. Candidate Selection: The LLM interprets the
structured prompt and rates all candidate tweets according
to the prescribed judgment criteria. To complete the task,
the LLM selects 2 tweets from each class that best satisfy
the semantic and stylistic alignment of the query. The four
examples are intended as the support set for the final few-shot
classification.

4. Use of LLM Inference: After the Judge Prompter
returns the selected support examples, these are brought
together with the query tweet into a few-shot classification
prompt and then submitted to the target LLM (Mistral-7B,
LLaMA-3.1-8B, or ALLaM-7B-Instruct) for it to predict
whether the query tweet was authored by a bot or human in
the few-shot context.

The Judge Prompter module of this study is an original
contribution that facilitates effective dynamic few-shot
learning separately through semantic and stylistic affinity
with candidate examples. In doing so, it utilizes prompt-based
retrieval and reasoning, bridging the need for supervised
learning rigidity against flexible prompt-based experience
and interaction abilities in large-scale language models. The
steps of the Judge Prompter module are visualized in Figure
5. An example of judging a few shots is presented in Table 4.

4- 3- Prior Works

Almerekhi and Elsayed [31] explored the application of
machine learning, ensemble, and deep learning algorithms
to classify Arabic tweets as either human- or bot-generated.
The authors evaluate models on both preprocessed and non-
preprocessed tweets to measure the impact of preprocessing
on classification accuracy. In addition to this, they test several
tokenization techniques, including unigram, trigram, and
Term Frequency-Inverse Document Frequency (TF-IDF), to
determine the most effective representation for Arabic text.
Their experiments using the temporal feature model (J48)
obtained the best results.

Hassan et al [44] addressed the issue by proposing a feature
engineering approach that classifies Arabic tweets based
on four main categories of features: formality, structural,
tweet-specific, and temporal. Various algorithms are tested,
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You are given a query text and two sets of related samples, one from the ""bot"
class and one from the "human" class. Your task is to identify which samples (if
any) from each class are most relevant in helping a large language model predict

the correct label for the query.

Judgment criteria:

- Topic similarity

Query:
{tweet}

Bot candidates:

1. {candidate-bot-1}
2. {candidate-bot-2}
3. {candidate-bot-3}
4. {candidate-bot-4}
5. {candidate-bot-5}

Human candidates:

1. {candidate-human-1}
2. {candidate-human-2}
3. {candidate-human-3}
4. {candidate-human-4}
5. {candidate-human-5}

samples.

Use the following format:

- Lexical and semantic relatedness to the query
- Stylistic correlation (e.g., formal/informal tone)

- Usefulness as context to resolve ambiguity in the query

Which samples (from either class) are most helpful? Return your answer as a list of useful

{{"bot": ["sample-1", ...], "human": ["sample-1", ...]}}

Output two samples per class.

Fig. 4. The structured template.

including NB, SVM, DT, and deep learning models like
LSTM and CNN-LSTM. The findings reveal that SVM with
unigram tokenization on non-preprocessed data achieves the
highest accuracy (83.11%), while the CNN-LSTM model
performs well among deep learning approaches (82.65%
accuracy).

4- 4- Evaluation

The experimental results summarized in Table 6
demonstrate the clear superiority of our proposed approach
compared to both traditional machine learning baselines
and prompting strategies. According to the findings, the J48

model achieves a precision of 74.35%, a recall of 74.55%,
and an F1-score of 74.00%. The CNN-LSTM model performs
significantly better, with an accuracy of 82.65% and an F1-
score of 83.89%, establishing a strong classical benchmark.
However, our use of LLMs under various prompting and
fine-tuning configurations significantly outperforms these
earlier approaches. In the zero-shot and few-shot prompting
scenarios without instruction-specific fine-tuning, all three
evaluated models, namely, Mistral-7B, LLaMA-3.1-8B, and
ALLaM-ALLaM-7B-Instruct-preview, exhibited noticeable
performance improvements when transitioning from zero-
shot to few-shot prompting. For instance, Mistral-7B
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Testing Datset » Arabic BERT =

— Bot Arabic BERT ‘ Bot-Written Tweets
Knowledge base

Training Datset —

Query

Retriever ‘

—> Human Arablc BERT “ Human Written Tweets { Top-K Bot Written Tweets
) Knowledge base |

Top-K Human Written Tweets

4l

Bot-written examples ¢ )

Predict Few-Shot Prompting Few-Shot Judge Prompter
Finding top-2 most refevant samples per classes
Human written examples L )

&) OpenAl
Fig. 5. The steps of the Judge Prompter module.
Table 4. An example of judging a few shots.
Tweet Label

Arabic Human Bot Detection Task

Given a tweet in the Arabic language, predict whether the tweet is 'Bot' or 'Human'.

Your output should be the ‘Bot', or 'Human' without additional text.

Examples for Bot written tweets:

example 1: 5)35@335312\&4_“\5@"45\1@@)5 cgﬁ\@\ﬁ?ﬂ@e}u}@cﬁu\&mﬁ\ sy oS
example 2: ) munaa (iadl) 5 caiall g )5 3810 clile Lsile U alu g ade & La b Jguy JB
hadith

Examples for Human written tweets:

example 1: Aﬁ\duu‘_gdh\;gu‘ Y]Lﬂd\i‘}bf&i)«\ y}bdﬁbﬁ@j(ﬁlﬂ‘s@;&\éﬂdﬁ\ Jsuycpal
A e i

example 2: 4¢ s 3ol e 4 S Und (515 188 L a3 o) jdall (40 elom il ol e dil s ol IS
)&l mmsa Hadith

Given tweet for prediction is as follow:

#ith TWEET: e ¥) aal axiid (6 sl el ¥ 1S 5 Auad) Al 5l 5 calall oy ol 4l bl La oS
40y i 48 e (e aSlu 8 4

### PREDICTION:

Human

Arabic Human Bot Detection Task

Given a tweet in the Arabic language, predict whether the tweet is 'Bot' or 'Human'.
Your output should be the ‘Bot', or 'Human' without additional text.

Examples for Bot written tweets:

example 1: RT trl] s e M =l o s IS0 w9 omeaii¥ 22 LY
example 2: & s> 4 g s st JSYI planl Ll ¢ Lol A 880 juad

Examples for Human written tweets: )
example 1: RT aa <ilas Lo Ay 5y ) QA3 Y (st Le (5 55 Lgbuzaial gl aliea
example 2: RT reem Gy 03 4sds O @ 13 (il S8 gal ©

Given tweet for prediction is as follow:

### TWEET: RT shxii L)l dagiall a8 o) Lo S0 563 33508 (5 padaall jlie — € 55 55 (g pginat il
dadl 4e s Jlailite. .

### PREDICTION:

Bot
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Table 5. Results on test sets for baseline and proposed models.

Model Accuracy | Precision | Recall | F1-Score
Temporal feature
- 74.35 74.55 .
Prior Works model (J48) [31] 74.00
CNN-LSTM [44] 82.65 86.09 81.82 83.89
e Learning Without Instruction-Specific Finetuning of LLMs
=
< Zero-Shot Prompting 0.5011 0.5326 | 0.5299 0.4978
g = Few-Shot Prompting 0.6632 0.6576 | 0.6281 0.6264
72}
3 < m Zero-Shot Prompting 0.5696 0.5629 | 0.5643 0.5626
= = %
=" ] -
5 = o Few-Shot Prompting 0.6324 0.6224 | 0.5894 0.5797
e —
S = Zero-Shot Prompting 0.5388 0.5435 | 0.5447 0.5373
19
ZE3
ﬂ E 2 Few-Shot Prompting 0.6529 0.6437 | 0.6189 0.6171
<
Fine-tuning of LLMs
Mistral-7B 0.8869 0.8840 | 0.8830 0.8835
Our proposed
LLaMA-3.1-8B 0.8390 0.8534 | 0.8182 0.8272
ALLaM-7B-Instruct- | 9735 | 08685 | 0.8757 | 0.8709
preview

improved its Fl-score from 0.4978 in the zero-shot setting
to 0.6264 in the few-shot setup. Similar gains were observed
for LLaMA-3.1-8B and ALLaM-7B, indicating that few-shot
prompting, when executed effectively, can enhance model
performance even in low-resource language settings such as
Arabic.

The most significant results were observed in the fine-
tuning scenario using QLoRA, a memory-efficient and
effective method for adapting LLMs. Among all models,
Mistral-7B achieved the highest performance across all
metrics, with an accuracy of 88.69% and an Fl-score of
88.35%. Notably, it outperformed ALLaM-ALLaM-7B-
Instruct-preview, a model trained for instruction-following
tasks. Despite ALLaM-7B-Instruct-preview being part of a
family of models tailored for Arabic, Mistral-7B consistently
outperformed it across all evaluation metrics. This outcome
suggests that Mistral-7B benefits from a more optimized and
efficient architecture, which enables better generalization
and adaptability during fine-tuning, especially when using
parameter-efficient methods like QLoRA. A key innovation
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that contributed to these improvements is our dynamic few-
shot prompting mechanism, enabled by the Judge Prompter
module. This dynamic selection process ensures that each
test instance is accompanied by a tailored contextual prompt,
enabling the LLM to reason more effectively about the
classification task.

5- Conclusion

This study addresses the lack of research on applying
LLMs to low-resource languages, focusing on Arabic. It
presents the first evaluation of LLMs for Arabic AIGT
detection, demonstrating that models like Mistral-7B, when
fine-tuned with QLoRA, can outperform even Arabic-
specific instruction-tuned models. A key innovation is the
dynamic few-shot prompting mechanism, powered by the
Judge Prompter, which selects semantically and stylistically
relevant examples for each query. This approach surpasses
static prompting and significantly enhances classification
performance in low-resource settings. The findings
highlight that effective results come not just from model
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size or instruction tuning but from combining efficient fine-
tuning, context-aware example selection, and prompt-based
reasoning.

Future research holds significant potential for advancing
Arabic human-bot detection, improving the adaptation
of LLMs to Arabic, and expanding the applicability of
these findings to other low-resource languages. To start,
a critical step is the expansion of existing datasets coupled
with innovative data augmentation strategies [45, 46]. One
of the main challenges in Arabic NLP is the scarcity of
diverse, high-quality labeled data. Research should explore
techniques such as synonym replacement and LLM-based
data synthesis to enhance Arabic text datasets. Furthermore,
using advanced LLMs to generate synthetic Arabic datasets
can effectively mimic both human-like and bot-like text
patterns, thereby refining the training process for practical
applications. Additionally, since human communication
often involves subtle differences in language and culture that
robots strive to mimic, it is crucial to develop models capable
of recognizing cultural distinctions in expression, accent,
and various dialects. Recent studies indicate that advanced
models like GPT-4 and LLaMA variants are starting to tackle
these complexities [21, 47, 48]. However, there remains
a need for more comprehensive benchmarks to evaluate
their performance in Arabic language applications. By
incorporating these strategies, we can enhance the accuracy
of models in recognizing human-bot interactions in Arabic,
thus laying the groundwork for similar methodologies in
other low-resource languages and significantly broadening
the impact of this research.
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