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ABSTRACT: Virtual power plant planning (VPP) has received much attention in recent years. VPP 
refers to the integration of multiple power units, considered as a single power plant. In this paper, 
three VPPs are considered, each consisting of different power plant units and expected to supply the 
desired load. In addition to providing the desired load, they must maximize their profits. A decentralized 
optimization method was used to optimize these three VPPs. The reason for using a decentralized 
approach is to increase network security and eliminate the need for a central computer. However, using 
decentralized optimization increases the speed of problem-solving. Finally, the obtained results are 
compared with the centralized method. Simulations show that almost the same results are achieved using 
different optimization methods. These results increase the trend of using decentralized methods in VPP. 
Another feature of decentralized methods compared to the centralized method is the reduction in the 
speed of problem-solving, which in this article has greatly reduced the solution time. If the considered 
network becomes wider and the number of problem variables and their limitations increases, the use of 
decentralized methods will become more efficient, and in those problems, the difference in problem-
solving time by centralized and decentralized methods will increase.
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1- Introduction
Nowadays, due to many reasons such as technological 

advancement, population growth, geographical expansion, 
etc., the thought of a network of power plants to provide the 
required amount of electricity to the people has increased 
significantly [1, 2]. Virtual power plant (VPP) optimization 
is one of the topics that has received a lot of attention in the 
last decade and planning for them is very important. Virtual 
power plant refers to the integration of several different power 
plant units, called a single power plant. A lot of research has 
been done on virtual power plant planning; some of the most 
recent studies are presented below.

Reference [3] discusses VPP scheduling. Their main 
objective is to minimize costs and emissions. They used a 
centralized approach to solve their optimization problem. 
Solar, wind, combined heat and power units, power-to-gas 
technology and carbon sorption power plants have been used. 
One of the disadvantages of this research is that only one 
VPP is used in the problem and they do not pay attention to 
the network of VPPs. Reference [4] addresses the problem 
of maximum profit allocation to power plant units based 
on multi-objective optimization. Their other goals include 
equitable profit distribution among power plant units, stable 
cooperation between units, and attracting power plant units 
to expand VPP. Decentralized optimization methods have not 

been taken into account in this reference. The performance 
of virtual power plants with shared storage has been studied 
in reference [5]. Emergency-shared energy storage provides 
a solution for the use of renewable energy sources. In this 
research, four virtual power plants with the same model were 
used, which helps to solve the optimization problem in a 
centralized way. Its main objective is to achieve maximum 
profits in different power plant units.

Many other researches have all used a centralized 
approach to optimize their VPP. References [6-14] use the 
centralized method. On the other hand, references [15-33] 
have also done very similar work. In this paper, the goal is to 
use a decentralized optimization method in the VPP network. 
The innovations in this article are:

Consider three VPPs with different units.
Use of the decentralized optimization method and 

comparison of some of its algorithms with each other
Comparison of simulations performed with the centralized 

method along with analysis
The considered grid consisting of three VPPs is shown in 

Fig. 1.
According to Fig. 1, wind turbine (WT), photovoltaic 

(PV), combined heat and power (CHP), pumped hydro 
storage (PHS), battery energy storage system (BESS) and 
diesel generator (DG) were used. In the second part of this 
article, different power plant units will be considered. In the 
third part, the algorithms used for simulation will be briefly 
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reviewed. In the fourth section, the desired model and its 
necessary mathematical equations are presented. In the fifth 
part, the simulation results are analyzed. In the sixth part, a 
conclusion is also given.

2- Power Plant Units and Their Mathematical Models
In this part of the article, the goal is to consider models of 

different power plant units; the model of each unit is selected 
from a reference. Photovoltaics and wind turbines are 
considered very important renewable units that are receiving 
a lot of attention today. Solar cells generate electrical energy 
based on the amount of sunlight hitting the panel, the ambient 
temperature, and its manufacturing specifications. There 
are many different static models of photovoltaic cells; the 
following model [34] is used :

𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) = 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) + 𝑆𝑆𝑆𝑆(𝑡𝑡) × (
𝑁𝑁𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐−20

0.8 ) (1) 

𝐼𝐼(𝑡𝑡) = 𝑆𝑆𝑆𝑆(𝑡𝑡) × [𝐼𝐼𝑠𝑠𝑠𝑠𝑠𝑠 + 𝐾𝐾𝑐𝑐𝑐𝑐𝑐𝑐 × (𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) − 25)] (2) 

𝑉𝑉(𝑡𝑡) = 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 − 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣 × 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) (3) 

𝐹𝐹𝐹𝐹 = 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚×𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚
𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜×𝐼𝐼𝑠𝑠𝑠𝑠𝑠𝑠

 (4) 

𝑃𝑃𝑃𝑃𝑃𝑃(𝑡𝑡) = 𝐹𝐹𝐹𝐹 × 𝑉𝑉(𝑡𝑡) × 𝐼𝐼(𝑡𝑡) (5) 

 

𝑃𝑃𝑊𝑊𝑊𝑊(𝑡𝑡) =

{
 
 
 
 0                               𝑣𝑣(𝑡𝑡) < 𝑣𝑣𝑖𝑖𝑖𝑖       
𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤 × (

𝑣𝑣(𝑡𝑡)−𝑣𝑣𝑖𝑖𝑖𝑖
𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟−𝑣𝑣𝑖𝑖𝑖𝑖

)
3
      𝑣𝑣𝑖𝑖𝑖𝑖 ≤ 𝑣𝑣(𝑡𝑡) ≤ 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟

      𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤                              𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟 ≤ 𝑣𝑣(𝑡𝑡) < 𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜
  0                                𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜 ≤ 𝑣𝑣(𝑡𝑡)       

 (6) 

 

(7) 

𝑃𝑃𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑃𝑃𝑑𝑑𝑑𝑑(𝑡𝑡) ≤ 𝑃𝑃𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 

 

 

 

𝐸𝐸(𝑡𝑡 + 1) = 𝐸𝐸(𝑡𝑡) + 𝜂𝜂𝑐𝑐ℎ. 𝑃𝑃𝑐𝑐ℎ(𝑡𝑡) −
𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡)
𝜂𝜂𝑑𝑑𝑑𝑑𝑑𝑑

 (8) 

 

𝑃𝑃𝑐𝑐ℎ(𝑡𝑡). 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡) = 0 (10) 

𝑃𝑃𝑝𝑝(𝑡𝑡). 𝑃𝑃𝑇𝑇(𝑡𝑡) = 0 (11) 

 

min
𝑥𝑥,𝑦𝑦

𝑓𝑓(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) (12) 

𝑠𝑠. 𝑡𝑡.  𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 = 𝐶𝐶 (13) 

 (1)
𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) = 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) + 𝑆𝑆𝑆𝑆(𝑡𝑡) × (

𝑁𝑁𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐−20
0.8 ) (1) 

𝐼𝐼(𝑡𝑡) = 𝑆𝑆𝑆𝑆(𝑡𝑡) × [𝐼𝐼𝑠𝑠𝑠𝑠𝑠𝑠 + 𝐾𝐾𝑐𝑐𝑐𝑐𝑐𝑐 × (𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) − 25)] (2) 

𝑉𝑉(𝑡𝑡) = 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 − 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣 × 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) (3) 

𝐹𝐹𝐹𝐹 = 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚×𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚
𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜×𝐼𝐼𝑠𝑠𝑠𝑠𝑠𝑠

 (4) 

𝑃𝑃𝑃𝑃𝑃𝑃(𝑡𝑡) = 𝐹𝐹𝐹𝐹 × 𝑉𝑉(𝑡𝑡) × 𝐼𝐼(𝑡𝑡) (5) 

 

𝑃𝑃𝑊𝑊𝑊𝑊(𝑡𝑡) =

{
 
 
 
 0                               𝑣𝑣(𝑡𝑡) < 𝑣𝑣𝑖𝑖𝑖𝑖       
𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤 × (

𝑣𝑣(𝑡𝑡)−𝑣𝑣𝑖𝑖𝑖𝑖
𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟−𝑣𝑣𝑖𝑖𝑖𝑖

)
3
      𝑣𝑣𝑖𝑖𝑖𝑖 ≤ 𝑣𝑣(𝑡𝑡) ≤ 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟

      𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤                              𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟 ≤ 𝑣𝑣(𝑡𝑡) < 𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜
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 (6) 

 

(7) 

𝑃𝑃𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑃𝑃𝑑𝑑𝑑𝑑(𝑡𝑡) ≤ 𝑃𝑃𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 

 

 

 

𝐸𝐸(𝑡𝑡 + 1) = 𝐸𝐸(𝑡𝑡) + 𝜂𝜂𝑐𝑐ℎ. 𝑃𝑃𝑐𝑐ℎ(𝑡𝑡) −
𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡)
𝜂𝜂𝑑𝑑𝑑𝑑𝑑𝑑

 (8) 

 

𝑃𝑃𝑐𝑐ℎ(𝑡𝑡). 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡) = 0 (10) 

𝑃𝑃𝑝𝑝(𝑡𝑡). 𝑃𝑃𝑇𝑇(𝑡𝑡) = 0 (11) 
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𝑥𝑥,𝑦𝑦
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𝑁𝑁𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐−20

0.8 ) (1) 

𝐼𝐼(𝑡𝑡) = 𝑆𝑆𝑆𝑆(𝑡𝑡) × [𝐼𝐼𝑠𝑠𝑠𝑠𝑠𝑠 + 𝐾𝐾𝑐𝑐𝑐𝑐𝑐𝑐 × (𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) − 25)] (2) 

𝑉𝑉(𝑡𝑡) = 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 − 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣 × 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) (3) 

𝐹𝐹𝐹𝐹 = 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚×𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚
𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜×𝐼𝐼𝑠𝑠𝑠𝑠𝑠𝑠

 (4) 

𝑃𝑃𝑃𝑃𝑃𝑃(𝑡𝑡) = 𝐹𝐹𝐹𝐹 × 𝑉𝑉(𝑡𝑡) × 𝐼𝐼(𝑡𝑡) (5) 

 

𝑃𝑃𝑊𝑊𝑊𝑊(𝑡𝑡) =

{
 
 
 
 0                               𝑣𝑣(𝑡𝑡) < 𝑣𝑣𝑖𝑖𝑖𝑖       
𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤 × (

𝑣𝑣(𝑡𝑡)−𝑣𝑣𝑖𝑖𝑖𝑖
𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟−𝑣𝑣𝑖𝑖𝑖𝑖

)
3
      𝑣𝑣𝑖𝑖𝑖𝑖 ≤ 𝑣𝑣(𝑡𝑡) ≤ 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟
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  0                                𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜 ≤ 𝑣𝑣(𝑡𝑡)       

 (6) 

 

(7) 
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 0                               𝑣𝑣(𝑡𝑡) < 𝑣𝑣𝑖𝑖𝑖𝑖       
𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤 × (

𝑣𝑣(𝑡𝑡)−𝑣𝑣𝑖𝑖𝑖𝑖
𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟−𝑣𝑣𝑖𝑖𝑖𝑖

)
3
      𝑣𝑣𝑖𝑖𝑖𝑖 ≤ 𝑣𝑣(𝑡𝑡) ≤ 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟

      𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤                              𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟 ≤ 𝑣𝑣(𝑡𝑡) < 𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜
  0                                𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜 ≤ 𝑣𝑣(𝑡𝑡)       

 (6) 

 

(7) 

𝑃𝑃𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑃𝑃𝑑𝑑𝑑𝑑(𝑡𝑡) ≤ 𝑃𝑃𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 

 

 

 

𝐸𝐸(𝑡𝑡 + 1) = 𝐸𝐸(𝑡𝑡) + 𝜂𝜂𝑐𝑐ℎ. 𝑃𝑃𝑐𝑐ℎ(𝑡𝑡) −
𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡)
𝜂𝜂𝑑𝑑𝑑𝑑𝑑𝑑

 (8) 

 

𝑃𝑃𝑐𝑐ℎ(𝑡𝑡). 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡) = 0 (10) 

𝑃𝑃𝑝𝑝(𝑡𝑡). 𝑃𝑃𝑇𝑇(𝑡𝑡) = 0 (11) 

 

min
𝑥𝑥,𝑦𝑦

𝑓𝑓(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) (12) 

𝑠𝑠. 𝑡𝑡.  𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 = 𝐶𝐶 (13) 

 (4)

𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) = 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) + 𝑆𝑆𝑆𝑆(𝑡𝑡) × (
𝑁𝑁𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐−20

0.8 ) (1) 

𝐼𝐼(𝑡𝑡) = 𝑆𝑆𝑆𝑆(𝑡𝑡) × [𝐼𝐼𝑠𝑠𝑠𝑠𝑠𝑠 + 𝐾𝐾𝑐𝑐𝑐𝑐𝑐𝑐 × (𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) − 25)] (2) 

𝑉𝑉(𝑡𝑡) = 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 − 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣 × 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) (3) 

𝐹𝐹𝐹𝐹 = 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚×𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚
𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜×𝐼𝐼𝑠𝑠𝑠𝑠𝑠𝑠

 (4) 

𝑃𝑃𝑃𝑃𝑃𝑃(𝑡𝑡) = 𝐹𝐹𝐹𝐹 × 𝑉𝑉(𝑡𝑡) × 𝐼𝐼(𝑡𝑡) (5) 

 

𝑃𝑃𝑊𝑊𝑊𝑊(𝑡𝑡) =

{
 
 
 
 0                               𝑣𝑣(𝑡𝑡) < 𝑣𝑣𝑖𝑖𝑖𝑖       
𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤 × (

𝑣𝑣(𝑡𝑡)−𝑣𝑣𝑖𝑖𝑖𝑖
𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟−𝑣𝑣𝑖𝑖𝑖𝑖

)
3
      𝑣𝑣𝑖𝑖𝑖𝑖 ≤ 𝑣𝑣(𝑡𝑡) ≤ 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟

      𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤                              𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟 ≤ 𝑣𝑣(𝑡𝑡) < 𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜
  0                                𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜 ≤ 𝑣𝑣(𝑡𝑡)       

 (6) 

 

(7) 

𝑃𝑃𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑃𝑃𝑑𝑑𝑑𝑑(𝑡𝑡) ≤ 𝑃𝑃𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 

 

 

 

𝐸𝐸(𝑡𝑡 + 1) = 𝐸𝐸(𝑡𝑡) + 𝜂𝜂𝑐𝑐ℎ. 𝑃𝑃𝑐𝑐ℎ(𝑡𝑡) −
𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡)
𝜂𝜂𝑑𝑑𝑑𝑑𝑑𝑑

 (8) 

 

𝑃𝑃𝑐𝑐ℎ(𝑡𝑡). 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡) = 0 (10) 

𝑃𝑃𝑝𝑝(𝑡𝑡). 𝑃𝑃𝑇𝑇(𝑡𝑡) = 0 (11) 

 

min
𝑥𝑥,𝑦𝑦

𝑓𝑓(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) (12) 

𝑠𝑠. 𝑡𝑡.  𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 = 𝐶𝐶 (13) 

 (5)

That cellT  is solar cell temperature ( C ), ampT  is ambient 
temperature ( C ), SR  is solar radiation ( 2/kw m ), 

cellNOT  is cell Solar cell nominal operating temperature (
C ), I  is solar cell output current (A), sccI  is solar cell short 

circuit current (A), ctcK  is temperature coefficient Solar cell 
current (A ⁄ C ), V  is Solar cell output voltage (V), ocvV  is 
Solar cell open circuit voltage (V), vtcK  is Solar cell voltage 
temperature coefficient (V⁄ C ), maxV  is solar cell voltage 
at maximum power point (V), maxI  is solar cell current at 
maximum power point (A), FL is solar cell charge coefficient 
and PVP  is solar cell output power (MW).

Additionally, wind turbines generate power based on 
the speed at which the wind hits their blades. Normally, in 
order not to damage the wind turbine when the wind speed is 
too high, if the wind speed exceeds a certain limit, the wind 
turbine will not produce electricity. There are many different 
models for this power plant unit; the model presented in  [16] 
is used:

 

Fig. 1. A view of the desired grid. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. A view of the desired grid.
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𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) = 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) + 𝑆𝑆𝑆𝑆(𝑡𝑡) × (
𝑁𝑁𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐−20

0.8 ) (1) 

𝐼𝐼(𝑡𝑡) = 𝑆𝑆𝑆𝑆(𝑡𝑡) × [𝐼𝐼𝑠𝑠𝑠𝑠𝑠𝑠 + 𝐾𝐾𝑐𝑐𝑐𝑐𝑐𝑐 × (𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) − 25)] (2) 

𝑉𝑉(𝑡𝑡) = 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 − 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣 × 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) (3) 

𝐹𝐹𝐹𝐹 = 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚×𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚
𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜×𝐼𝐼𝑠𝑠𝑠𝑠𝑠𝑠

 (4) 

𝑃𝑃𝑃𝑃𝑃𝑃(𝑡𝑡) = 𝐹𝐹𝐹𝐹 × 𝑉𝑉(𝑡𝑡) × 𝐼𝐼(𝑡𝑡) (5) 

 

𝑃𝑃𝑊𝑊𝑊𝑊(𝑡𝑡) =

{
 
 
 
 0                               𝑣𝑣(𝑡𝑡) < 𝑣𝑣𝑖𝑖𝑖𝑖       
𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤 × (

𝑣𝑣(𝑡𝑡)−𝑣𝑣𝑖𝑖𝑖𝑖
𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟−𝑣𝑣𝑖𝑖𝑖𝑖

)
3
      𝑣𝑣𝑖𝑖𝑖𝑖 ≤ 𝑣𝑣(𝑡𝑡) ≤ 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟

      𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤                              𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟 ≤ 𝑣𝑣(𝑡𝑡) < 𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜
  0                                𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜 ≤ 𝑣𝑣(𝑡𝑡)       

 (6) 

 

(7) 

𝑃𝑃𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑃𝑃𝑑𝑑𝑑𝑑(𝑡𝑡) ≤ 𝑃𝑃𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 

 

 

 

𝐸𝐸(𝑡𝑡 + 1) = 𝐸𝐸(𝑡𝑡) + 𝜂𝜂𝑐𝑐ℎ. 𝑃𝑃𝑐𝑐ℎ(𝑡𝑡) −
𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡)
𝜂𝜂𝑑𝑑𝑑𝑑𝑑𝑑

 (8) 

 

𝑃𝑃𝑐𝑐ℎ(𝑡𝑡). 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡) = 0 (10) 

𝑃𝑃𝑝𝑝(𝑡𝑡). 𝑃𝑃𝑇𝑇(𝑡𝑡) = 0 (11) 

 

min
𝑥𝑥,𝑦𝑦

𝑓𝑓(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) (12) 

𝑠𝑠. 𝑡𝑡.  𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 = 𝐶𝐶 (13) 

 (6)

Where WTP  is wind turbine output power (MW), wt
rtdP  is 

nominal wind turbine power (MW), v  is wind speed (m⁄sec), 
inv  is the cut-in speed in a wind turbine (m⁄sec), outv  is the 

cut-out speed in a wind turbine (m⁄sec) and rtdv  is the rated 
speed of a wind turbine (m⁄sec).

Combined heat and power (CHP) plant is another widely 
used power generation unit that produces electrical and 
thermal energy at the same time. This powerhouse usually 
produces a lot of power and can power large loads, but 
one of its disadvantages is the creation of pollutants in the 
environment. There are also different models for this energy 
production unit, among which the model [34] is used.

Diesel generators (DGs) are another device used in 
emergencies. The power that this power plant can generate is 
between the low and high ranges, expressed by equation (7).

𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) = 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) + 𝑆𝑆𝑆𝑆(𝑡𝑡) × (
𝑁𝑁𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐−20

0.8 ) (1) 

𝐼𝐼(𝑡𝑡) = 𝑆𝑆𝑆𝑆(𝑡𝑡) × [𝐼𝐼𝑠𝑠𝑠𝑠𝑠𝑠 + 𝐾𝐾𝑐𝑐𝑐𝑐𝑐𝑐 × (𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) − 25)] (2) 

𝑉𝑉(𝑡𝑡) = 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 − 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣 × 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) (3) 

𝐹𝐹𝐹𝐹 = 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚×𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚
𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜×𝐼𝐼𝑠𝑠𝑠𝑠𝑠𝑠

 (4) 

𝑃𝑃𝑃𝑃𝑃𝑃(𝑡𝑡) = 𝐹𝐹𝐹𝐹 × 𝑉𝑉(𝑡𝑡) × 𝐼𝐼(𝑡𝑡) (5) 

 

𝑃𝑃𝑊𝑊𝑊𝑊(𝑡𝑡) =

{
 
 
 
 0                               𝑣𝑣(𝑡𝑡) < 𝑣𝑣𝑖𝑖𝑖𝑖       
𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤 × (

𝑣𝑣(𝑡𝑡)−𝑣𝑣𝑖𝑖𝑖𝑖
𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟−𝑣𝑣𝑖𝑖𝑖𝑖

)
3
      𝑣𝑣𝑖𝑖𝑖𝑖 ≤ 𝑣𝑣(𝑡𝑡) ≤ 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟

      𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤                              𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟 ≤ 𝑣𝑣(𝑡𝑡) < 𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜
  0                                𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜 ≤ 𝑣𝑣(𝑡𝑡)       

 (6) 

 

(7) 

𝑃𝑃𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑃𝑃𝑑𝑑𝑑𝑑(𝑡𝑡) ≤ 𝑃𝑃𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 

 

 

 

𝐸𝐸(𝑡𝑡 + 1) = 𝐸𝐸(𝑡𝑡) + 𝜂𝜂𝑐𝑐ℎ. 𝑃𝑃𝑐𝑐ℎ(𝑡𝑡) −
𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡)
𝜂𝜂𝑑𝑑𝑑𝑑𝑑𝑑

 (8) 

 

𝑃𝑃𝑐𝑐ℎ(𝑡𝑡). 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡) = 0 (10) 

𝑃𝑃𝑝𝑝(𝑡𝑡). 𝑃𝑃𝑇𝑇(𝑡𝑡) = 0 (11) 

 

min
𝑥𝑥,𝑦𝑦

𝑓𝑓(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) (12) 

𝑠𝑠. 𝑡𝑡.  𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 = 𝐶𝐶 (13) 

 (7)

In other words, ( )dgP t  is the power generated by the 
DG in one hour (MW). The energy storage system is also 
another unit used in the problem. These systems come in 
many different types, the most important of which are BESS 
and PHS. BESS is a widely used system today. Because this 
system has a relatively high cost, to increase lifespan, people 
consider the energy reserve from 10% to 90% so that the 
battery has a longer life. The battery power equation, which is 
a dynamic equation, is derived from the following equation:

𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) = 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) + 𝑆𝑆𝑆𝑆(𝑡𝑡) × (
𝑁𝑁𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐−20

0.8 ) (1) 

𝐼𝐼(𝑡𝑡) = 𝑆𝑆𝑆𝑆(𝑡𝑡) × [𝐼𝐼𝑠𝑠𝑠𝑠𝑠𝑠 + 𝐾𝐾𝑐𝑐𝑐𝑐𝑐𝑐 × (𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) − 25)] (2) 
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E is the battery energy in the BESS (MWh), chη  is 
the battery charging efficiency (%) and disη  is the battery 
discharge efficiency (%). Based on equation (8), the battery’s 
energy per hour depends on the charging and discharging 
capacity of the battery and the battery’s energy in the 
previous hours. Pumped hydro storage (PHS) units are often 
established near the sea and have reservoirs at water levels 
above the sea. When the electricity produced is greater 
than the electricity consumed, seawater is pumped back to 
the reservoir for storage. On the other hand, if electricity is 
needed, water is transferred from the reservoir to the sea and 
electricity is produced. The volume of the upper reservoir 
in the PHS system is dynamic and is calculated from the 
following equation:
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This means chP  charges (MW) and disP  discharges 
(MW) in the BESS system. Furthermore, pP  is the power 
consumed from the sea to the upper reservoir of the PHS 
(MW) and TP  is the electricity produced from the reservoir 
to the sea in the (MW) PHS system. The rest of the BESS 
system equations are selected from reference [34] and the 
PHS system equations from reference [35]. The reason for 
using the above equations in these systems is that they cannot 
produce and consume energy at the same time. As can be 
seen from equations (9) and (10), these constraints lead to the 
non-convexity of the problem constraints, and as a result, the 
overall optimization problem will be a non-convex nonlinear 
optimization problem. So, in this section, the models of 
different units have been considered. In the following section, 
a brief introduction to different algorithms will be given.

3- Decentralized Optimization Algorithms
In this part of the article, the aim is to briefly review 

the algorithms used in the simulation. The decentralized 
algorithms used in the simulation are ADMM, Fast ADMM, 
and Fast ADMM with restart. The Alternating Direction 
Method of Multipliers (ADMM) algorithm is one of the 
decentralized optimization methods. ADMM algorithm has 
proof of convergence and is one of the most used algorithms. 
To present this algorithm more precisely, consider the 
following optimization problem:
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𝐼𝐼(𝑡𝑡) = 𝑆𝑆𝑆𝑆(𝑡𝑡) × [𝐼𝐼𝑠𝑠𝑠𝑠𝑠𝑠 + 𝐾𝐾𝑐𝑐𝑐𝑐𝑐𝑐 × (𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) − 25)] (2) 

𝑉𝑉(𝑡𝑡) = 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 − 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣 × 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡) (3) 

𝐹𝐹𝐹𝐹 = 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚×𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚
𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜×𝐼𝐼𝑠𝑠𝑠𝑠𝑠𝑠

 (4) 

𝑃𝑃𝑃𝑃𝑃𝑃(𝑡𝑡) = 𝐹𝐹𝐹𝐹 × 𝑉𝑉(𝑡𝑡) × 𝐼𝐼(𝑡𝑡) (5) 

 

𝑃𝑃𝑊𝑊𝑊𝑊(𝑡𝑡) =

{
 
 
 
 0                               𝑣𝑣(𝑡𝑡) < 𝑣𝑣𝑖𝑖𝑖𝑖       
𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤 × (

𝑣𝑣(𝑡𝑡)−𝑣𝑣𝑖𝑖𝑖𝑖
𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟−𝑣𝑣𝑖𝑖𝑖𝑖

)
3
      𝑣𝑣𝑖𝑖𝑖𝑖 ≤ 𝑣𝑣(𝑡𝑡) ≤ 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟

      𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤                              𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟 ≤ 𝑣𝑣(𝑡𝑡) < 𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜
  0                                𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜 ≤ 𝑣𝑣(𝑡𝑡)       

 (6) 

 

(7) 

𝑃𝑃𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑃𝑃𝑑𝑑𝑑𝑑(𝑡𝑡) ≤ 𝑃𝑃𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 

 

 

 

𝐸𝐸(𝑡𝑡 + 1) = 𝐸𝐸(𝑡𝑡) + 𝜂𝜂𝑐𝑐ℎ. 𝑃𝑃𝑐𝑐ℎ(𝑡𝑡) −
𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡)
𝜂𝜂𝑑𝑑𝑑𝑑𝑑𝑑

 (8) 

 

𝑃𝑃𝑐𝑐ℎ(𝑡𝑡). 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡) = 0 (10) 

𝑃𝑃𝑝𝑝(𝑡𝑡). 𝑃𝑃𝑇𝑇(𝑡𝑡) = 0 (11) 

 

min
𝑥𝑥,𝑦𝑦

𝑓𝑓(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) (12) 

𝑠𝑠. 𝑡𝑡.  𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 = 𝐶𝐶 (13)  (12)

In this optimization problem, x and y are the decision 
variables. A, B and C are the matrices (vectors) of the 
coefficients of the equality constraint. Now, to obtain the 
decision variables using the ADMM algorithm, the Lagrange 
function must be written, and the result is:

 

𝐿𝐿(𝑥𝑥, 𝑦𝑦, 𝜆𝜆) = 𝑓𝑓(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) 

+𝜆𝜆𝑇𝑇(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) + 𝜌𝜌
2 ‖𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶‖22 (14) 

 

 

𝑥𝑥(𝑘𝑘 + 1) = argmin
𝑥𝑥

𝐿𝐿(𝑥𝑥, 𝑦𝑦(𝑘𝑘), 𝜆𝜆(𝑘𝑘)) (15) 

𝑦𝑦(𝑘𝑘 + 1) = argmin
𝑦𝑦

𝐿𝐿(𝑥𝑥(𝑘𝑘 + 1), 𝑦𝑦, 𝜆𝜆(𝑘𝑘)) (16) 

𝜆𝜆(𝑘𝑘 + 1) = 𝜆𝜆(𝑘𝑘) + 𝜌𝜌(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) (17) 

 

min
𝑃𝑃𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢(𝑡𝑡)

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 

∑ (𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) + 𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡)24
𝑡𝑡=1  (18) 

+𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) + 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡)) 

 

𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷1. 𝜋𝜋𝐷𝐷𝐷𝐷1. 𝑃𝑃𝐷𝐷𝐷𝐷1(𝑡𝑡) (19) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. (𝑃𝑃𝑐𝑐ℎ1(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑1(𝑡𝑡)) (20) 

𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡) = 𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃2. 𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃2. (𝑃𝑃𝑃𝑃2(𝑡𝑡) + 𝑃𝑃𝑇𝑇2(𝑡𝑡)) (21) 

𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷2. 𝜋𝜋𝐷𝐷𝐷𝐷2. 𝑃𝑃𝐷𝐷𝐷𝐷2(𝑡𝑡) (22) 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) = 𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶3. 𝜋𝜋𝐶𝐶𝐶𝐶𝐶𝐶3. 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) (23) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. (𝑃𝑃𝑐𝑐ℎ3(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑3(𝑡𝑡)) (24) 

 

 (13)

In this equation, λ is the Lagrange multiplier and ρ is a 
positive coefficient. Now the decision variables and Lagrange 
coefficients are obtained from the following equation: 
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𝐿𝐿(𝑥𝑥, 𝑦𝑦, 𝜆𝜆) = 𝑓𝑓(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) 

+𝜆𝜆𝑇𝑇(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) + 𝜌𝜌
2 ‖𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶‖22 (14) 

 

 

𝑥𝑥(𝑘𝑘 + 1) = argmin
𝑥𝑥

𝐿𝐿(𝑥𝑥, 𝑦𝑦(𝑘𝑘), 𝜆𝜆(𝑘𝑘)) (15) 

𝑦𝑦(𝑘𝑘 + 1) = argmin
𝑦𝑦

𝐿𝐿(𝑥𝑥(𝑘𝑘 + 1), 𝑦𝑦, 𝜆𝜆(𝑘𝑘)) (16) 

𝜆𝜆(𝑘𝑘 + 1) = 𝜆𝜆(𝑘𝑘) + 𝜌𝜌(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) (17) 

 

min
𝑃𝑃𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢(𝑡𝑡)

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 

∑ (𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) + 𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡)24
𝑡𝑡=1  (18) 

+𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) + 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡)) 

 

𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷1. 𝜋𝜋𝐷𝐷𝐷𝐷1. 𝑃𝑃𝐷𝐷𝐷𝐷1(𝑡𝑡) (19) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. (𝑃𝑃𝑐𝑐ℎ1(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑1(𝑡𝑡)) (20) 

𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡) = 𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃2. 𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃2. (𝑃𝑃𝑃𝑃2(𝑡𝑡) + 𝑃𝑃𝑇𝑇2(𝑡𝑡)) (21) 

𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷2. 𝜋𝜋𝐷𝐷𝐷𝐷2. 𝑃𝑃𝐷𝐷𝐷𝐷2(𝑡𝑡) (22) 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) = 𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶3. 𝜋𝜋𝐶𝐶𝐶𝐶𝐶𝐶3. 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) (23) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. (𝑃𝑃𝑐𝑐ℎ3(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑3(𝑡𝑡)) (24) 

 

 (14)

 

𝐿𝐿(𝑥𝑥, 𝑦𝑦, 𝜆𝜆) = 𝑓𝑓(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) 

+𝜆𝜆𝑇𝑇(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) + 𝜌𝜌
2 ‖𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶‖22 (14) 

 

 

𝑥𝑥(𝑘𝑘 + 1) = argmin
𝑥𝑥

𝐿𝐿(𝑥𝑥, 𝑦𝑦(𝑘𝑘), 𝜆𝜆(𝑘𝑘)) (15) 

𝑦𝑦(𝑘𝑘 + 1) = argmin
𝑦𝑦

𝐿𝐿(𝑥𝑥(𝑘𝑘 + 1), 𝑦𝑦, 𝜆𝜆(𝑘𝑘)) (16) 

𝜆𝜆(𝑘𝑘 + 1) = 𝜆𝜆(𝑘𝑘) + 𝜌𝜌(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) (17) 

 

min
𝑃𝑃𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢(𝑡𝑡)

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 

∑ (𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) + 𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡)24
𝑡𝑡=1  (18) 

+𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) + 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡)) 

 

𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷1. 𝜋𝜋𝐷𝐷𝐷𝐷1. 𝑃𝑃𝐷𝐷𝐷𝐷1(𝑡𝑡) (19) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. (𝑃𝑃𝑐𝑐ℎ1(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑1(𝑡𝑡)) (20) 

𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡) = 𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃2. 𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃2. (𝑃𝑃𝑃𝑃2(𝑡𝑡) + 𝑃𝑃𝑇𝑇2(𝑡𝑡)) (21) 

𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷2. 𝜋𝜋𝐷𝐷𝐷𝐷2. 𝑃𝑃𝐷𝐷𝐷𝐷2(𝑡𝑡) (22) 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) = 𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶3. 𝜋𝜋𝐶𝐶𝐶𝐶𝐶𝐶3. 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) (23) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. (𝑃𝑃𝑐𝑐ℎ3(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑3(𝑡𝑡)) (24) 

 

 (15)

 

𝐿𝐿(𝑥𝑥, 𝑦𝑦, 𝜆𝜆) = 𝑓𝑓(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) 

+𝜆𝜆𝑇𝑇(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) + 𝜌𝜌
2 ‖𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶‖22 (14) 

 

 

𝑥𝑥(𝑘𝑘 + 1) = argmin
𝑥𝑥

𝐿𝐿(𝑥𝑥, 𝑦𝑦(𝑘𝑘), 𝜆𝜆(𝑘𝑘)) (15) 

𝑦𝑦(𝑘𝑘 + 1) = argmin
𝑦𝑦

𝐿𝐿(𝑥𝑥(𝑘𝑘 + 1), 𝑦𝑦, 𝜆𝜆(𝑘𝑘)) (16) 

𝜆𝜆(𝑘𝑘 + 1) = 𝜆𝜆(𝑘𝑘) + 𝜌𝜌(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) (17) 

 

min
𝑃𝑃𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢(𝑡𝑡)

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 

∑ (𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) + 𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡)24
𝑡𝑡=1  (18) 

+𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) + 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡)) 

 

𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷1. 𝜋𝜋𝐷𝐷𝐷𝐷1. 𝑃𝑃𝐷𝐷𝐷𝐷1(𝑡𝑡) (19) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. (𝑃𝑃𝑐𝑐ℎ1(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑1(𝑡𝑡)) (20) 

𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡) = 𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃2. 𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃2. (𝑃𝑃𝑃𝑃2(𝑡𝑡) + 𝑃𝑃𝑇𝑇2(𝑡𝑡)) (21) 

𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷2. 𝜋𝜋𝐷𝐷𝐷𝐷2. 𝑃𝑃𝐷𝐷𝐷𝐷2(𝑡𝑡) (22) 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) = 𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶3. 𝜋𝜋𝐶𝐶𝐶𝐶𝐶𝐶3. 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) (23) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. (𝑃𝑃𝑐𝑐ℎ3(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑3(𝑡𝑡)) (24) 

 

 (16)

Therefore, the initial conditions for y and λ are determined 
first, and the decision variables are calculated according 
to the above equations. Additional details are available in 
reference [36] for ADMM algorithm. If there are inequality 
constraints in the optimization problem, they should be added 
to the Lagrange function and Karush-Kuhn-Tucker (KKT) 
conditions should be used to obtain them. 

Fast ADMM and Fast ADMM with Restart Algorithm 
are additional versions of the standard ADMM algorithm 
that make minor changes to the equations and can be 
reviewed in Reference [36, 37]. The Fast ADMM and Fast 
ADMM with Restart versions are designed to increase the 
speed of the standard ADMM algorithm itself. These three 
algorithms (ADMM, Fast ADMM, Fast ADMM with restart) 
are implemented on the optimization problem and their 
simulation results are compared with the centralized method. 
In the following section, the optimization problem will be 
studied in detail.

4- Optimization Problem and Constraints
In this article, the objective is to minimize the cost 

(maximize profit) of power plant units. The nine power plant 
units are distributed into three VPPs, which must be able 
to ensure the balance of electrical and thermal energy and, 
on the other hand, minimize costs. The cost function of this 
optimization problem is written as the following equation.

 

𝐿𝐿(𝑥𝑥, 𝑦𝑦, 𝜆𝜆) = 𝑓𝑓(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) 

+𝜆𝜆𝑇𝑇(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) + 𝜌𝜌
2 ‖𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶‖22 (14) 

 

 

𝑥𝑥(𝑘𝑘 + 1) = argmin
𝑥𝑥

𝐿𝐿(𝑥𝑥, 𝑦𝑦(𝑘𝑘), 𝜆𝜆(𝑘𝑘)) (15) 

𝑦𝑦(𝑘𝑘 + 1) = argmin
𝑦𝑦

𝐿𝐿(𝑥𝑥(𝑘𝑘 + 1), 𝑦𝑦, 𝜆𝜆(𝑘𝑘)) (16) 

𝜆𝜆(𝑘𝑘 + 1) = 𝜆𝜆(𝑘𝑘) + 𝜌𝜌(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) (17) 

 

min
𝑃𝑃𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢(𝑡𝑡)

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 

∑ (𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) + 𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡)24
𝑡𝑡=1  (18) 

+𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) + 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡)) 

 

𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷1. 𝜋𝜋𝐷𝐷𝐷𝐷1. 𝑃𝑃𝐷𝐷𝐷𝐷1(𝑡𝑡) (19) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. (𝑃𝑃𝑐𝑐ℎ1(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑1(𝑡𝑡)) (20) 

𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡) = 𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃2. 𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃2. (𝑃𝑃𝑃𝑃2(𝑡𝑡) + 𝑃𝑃𝑇𝑇2(𝑡𝑡)) (21) 

𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷2. 𝜋𝜋𝐷𝐷𝐷𝐷2. 𝑃𝑃𝐷𝐷𝐷𝐷2(𝑡𝑡) (22) 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) = 𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶3. 𝜋𝜋𝐶𝐶𝐶𝐶𝐶𝐶3. 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) (23) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. (𝑃𝑃𝑐𝑐ℎ3(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑3(𝑡𝑡)) (24) 

 

 (17)

In equation (18), the costs of power plant units are stated, 
each of which has a mathematical equation and is displayed 
as follows:

 

𝐿𝐿(𝑥𝑥, 𝑦𝑦, 𝜆𝜆) = 𝑓𝑓(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) 

+𝜆𝜆𝑇𝑇(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) + 𝜌𝜌
2 ‖𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶‖22 (14) 

 

 

𝑥𝑥(𝑘𝑘 + 1) = argmin
𝑥𝑥

𝐿𝐿(𝑥𝑥, 𝑦𝑦(𝑘𝑘), 𝜆𝜆(𝑘𝑘)) (15) 

𝑦𝑦(𝑘𝑘 + 1) = argmin
𝑦𝑦

𝐿𝐿(𝑥𝑥(𝑘𝑘 + 1), 𝑦𝑦, 𝜆𝜆(𝑘𝑘)) (16) 

𝜆𝜆(𝑘𝑘 + 1) = 𝜆𝜆(𝑘𝑘) + 𝜌𝜌(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) (17) 

 

min
𝑃𝑃𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢(𝑡𝑡)

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 

∑ (𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) + 𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡)24
𝑡𝑡=1  (18) 

+𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) + 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡)) 

 

𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷1. 𝜋𝜋𝐷𝐷𝐷𝐷1. 𝑃𝑃𝐷𝐷𝐷𝐷1(𝑡𝑡) (19) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. (𝑃𝑃𝑐𝑐ℎ1(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑1(𝑡𝑡)) (20) 

𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡) = 𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃2. 𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃2. (𝑃𝑃𝑃𝑃2(𝑡𝑡) + 𝑃𝑃𝑇𝑇2(𝑡𝑡)) (21) 

𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷2. 𝜋𝜋𝐷𝐷𝐷𝐷2. 𝑃𝑃𝐷𝐷𝐷𝐷2(𝑡𝑡) (22) 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) = 𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶3. 𝜋𝜋𝐶𝐶𝐶𝐶𝐶𝐶3. 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) (23) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. (𝑃𝑃𝑐𝑐ℎ3(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑3(𝑡𝑡)) (24) 

 

 (18)

 

𝐿𝐿(𝑥𝑥, 𝑦𝑦, 𝜆𝜆) = 𝑓𝑓(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) 

+𝜆𝜆𝑇𝑇(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) + 𝜌𝜌
2 ‖𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶‖22 (14) 

 

 

𝑥𝑥(𝑘𝑘 + 1) = argmin
𝑥𝑥

𝐿𝐿(𝑥𝑥, 𝑦𝑦(𝑘𝑘), 𝜆𝜆(𝑘𝑘)) (15) 

𝑦𝑦(𝑘𝑘 + 1) = argmin
𝑦𝑦

𝐿𝐿(𝑥𝑥(𝑘𝑘 + 1), 𝑦𝑦, 𝜆𝜆(𝑘𝑘)) (16) 

𝜆𝜆(𝑘𝑘 + 1) = 𝜆𝜆(𝑘𝑘) + 𝜌𝜌(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) (17) 

 

min
𝑃𝑃𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢(𝑡𝑡)

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 

∑ (𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) + 𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡)24
𝑡𝑡=1  (18) 

+𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) + 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡)) 

 

𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷1. 𝜋𝜋𝐷𝐷𝐷𝐷1. 𝑃𝑃𝐷𝐷𝐷𝐷1(𝑡𝑡) (19) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. (𝑃𝑃𝑐𝑐ℎ1(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑1(𝑡𝑡)) (20) 

𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡) = 𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃2. 𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃2. (𝑃𝑃𝑃𝑃2(𝑡𝑡) + 𝑃𝑃𝑇𝑇2(𝑡𝑡)) (21) 

𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷2. 𝜋𝜋𝐷𝐷𝐷𝐷2. 𝑃𝑃𝐷𝐷𝐷𝐷2(𝑡𝑡) (22) 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) = 𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶3. 𝜋𝜋𝐶𝐶𝐶𝐶𝐶𝐶3. 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) (23) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. (𝑃𝑃𝑐𝑐ℎ3(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑3(𝑡𝑡)) (24) 

 

 (19)

 

𝐿𝐿(𝑥𝑥, 𝑦𝑦, 𝜆𝜆) = 𝑓𝑓(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) 

+𝜆𝜆𝑇𝑇(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) + 𝜌𝜌
2 ‖𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶‖22 (14) 

 

 

𝑥𝑥(𝑘𝑘 + 1) = argmin
𝑥𝑥

𝐿𝐿(𝑥𝑥, 𝑦𝑦(𝑘𝑘), 𝜆𝜆(𝑘𝑘)) (15) 

𝑦𝑦(𝑘𝑘 + 1) = argmin
𝑦𝑦

𝐿𝐿(𝑥𝑥(𝑘𝑘 + 1), 𝑦𝑦, 𝜆𝜆(𝑘𝑘)) (16) 

𝜆𝜆(𝑘𝑘 + 1) = 𝜆𝜆(𝑘𝑘) + 𝜌𝜌(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) (17) 

 

min
𝑃𝑃𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢(𝑡𝑡)

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 

∑ (𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) + 𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡)24
𝑡𝑡=1  (18) 

+𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) + 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡)) 

 

𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷1. 𝜋𝜋𝐷𝐷𝐷𝐷1. 𝑃𝑃𝐷𝐷𝐷𝐷1(𝑡𝑡) (19) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. (𝑃𝑃𝑐𝑐ℎ1(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑1(𝑡𝑡)) (20) 

𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡) = 𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃2. 𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃2. (𝑃𝑃𝑃𝑃2(𝑡𝑡) + 𝑃𝑃𝑇𝑇2(𝑡𝑡)) (21) 

𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷2. 𝜋𝜋𝐷𝐷𝐷𝐷2. 𝑃𝑃𝐷𝐷𝐷𝐷2(𝑡𝑡) (22) 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) = 𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶3. 𝜋𝜋𝐶𝐶𝐶𝐶𝐶𝐶3. 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) (23) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. (𝑃𝑃𝑐𝑐ℎ3(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑3(𝑡𝑡)) (24) 

 

 (20)

 

𝐿𝐿(𝑥𝑥, 𝑦𝑦, 𝜆𝜆) = 𝑓𝑓(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) 

+𝜆𝜆𝑇𝑇(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) + 𝜌𝜌
2 ‖𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶‖22 (14) 

 

 

𝑥𝑥(𝑘𝑘 + 1) = argmin
𝑥𝑥

𝐿𝐿(𝑥𝑥, 𝑦𝑦(𝑘𝑘), 𝜆𝜆(𝑘𝑘)) (15) 

𝑦𝑦(𝑘𝑘 + 1) = argmin
𝑦𝑦

𝐿𝐿(𝑥𝑥(𝑘𝑘 + 1), 𝑦𝑦, 𝜆𝜆(𝑘𝑘)) (16) 

𝜆𝜆(𝑘𝑘 + 1) = 𝜆𝜆(𝑘𝑘) + 𝜌𝜌(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) (17) 

 

min
𝑃𝑃𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢(𝑡𝑡)

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 

∑ (𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) + 𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡)24
𝑡𝑡=1  (18) 

+𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) + 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡)) 

 

𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷1. 𝜋𝜋𝐷𝐷𝐷𝐷1. 𝑃𝑃𝐷𝐷𝐷𝐷1(𝑡𝑡) (19) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. (𝑃𝑃𝑐𝑐ℎ1(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑1(𝑡𝑡)) (20) 

𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡) = 𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃2. 𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃2. (𝑃𝑃𝑃𝑃2(𝑡𝑡) + 𝑃𝑃𝑇𝑇2(𝑡𝑡)) (21) 

𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷2. 𝜋𝜋𝐷𝐷𝐷𝐷2. 𝑃𝑃𝐷𝐷𝐷𝐷2(𝑡𝑡) (22) 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) = 𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶3. 𝜋𝜋𝐶𝐶𝐶𝐶𝐶𝐶3. 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) (23) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. (𝑃𝑃𝑐𝑐ℎ3(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑3(𝑡𝑡)) (24) 

 

 (21)

 

𝐿𝐿(𝑥𝑥, 𝑦𝑦, 𝜆𝜆) = 𝑓𝑓(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) 

+𝜆𝜆𝑇𝑇(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) + 𝜌𝜌
2 ‖𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶‖22 (14) 

 

 

𝑥𝑥(𝑘𝑘 + 1) = argmin
𝑥𝑥

𝐿𝐿(𝑥𝑥, 𝑦𝑦(𝑘𝑘), 𝜆𝜆(𝑘𝑘)) (15) 

𝑦𝑦(𝑘𝑘 + 1) = argmin
𝑦𝑦

𝐿𝐿(𝑥𝑥(𝑘𝑘 + 1), 𝑦𝑦, 𝜆𝜆(𝑘𝑘)) (16) 

𝜆𝜆(𝑘𝑘 + 1) = 𝜆𝜆(𝑘𝑘) + 𝜌𝜌(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) (17) 

 

min
𝑃𝑃𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢(𝑡𝑡)

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 

∑ (𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) + 𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡)24
𝑡𝑡=1  (18) 

+𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) + 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡)) 

 

𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷1. 𝜋𝜋𝐷𝐷𝐷𝐷1. 𝑃𝑃𝐷𝐷𝐷𝐷1(𝑡𝑡) (19) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. (𝑃𝑃𝑐𝑐ℎ1(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑1(𝑡𝑡)) (20) 

𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡) = 𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃2. 𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃2. (𝑃𝑃𝑃𝑃2(𝑡𝑡) + 𝑃𝑃𝑇𝑇2(𝑡𝑡)) (21) 

𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷2. 𝜋𝜋𝐷𝐷𝐷𝐷2. 𝑃𝑃𝐷𝐷𝐷𝐷2(𝑡𝑡) (22) 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) = 𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶3. 𝜋𝜋𝐶𝐶𝐶𝐶𝐶𝐶3. 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) (23) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. (𝑃𝑃𝑐𝑐ℎ3(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑3(𝑡𝑡)) (24) 

 

 (22)

 

𝐿𝐿(𝑥𝑥, 𝑦𝑦, 𝜆𝜆) = 𝑓𝑓(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) 

+𝜆𝜆𝑇𝑇(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) + 𝜌𝜌
2 ‖𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶‖22 (14) 

 

 

𝑥𝑥(𝑘𝑘 + 1) = argmin
𝑥𝑥

𝐿𝐿(𝑥𝑥, 𝑦𝑦(𝑘𝑘), 𝜆𝜆(𝑘𝑘)) (15) 

𝑦𝑦(𝑘𝑘 + 1) = argmin
𝑦𝑦

𝐿𝐿(𝑥𝑥(𝑘𝑘 + 1), 𝑦𝑦, 𝜆𝜆(𝑘𝑘)) (16) 

𝜆𝜆(𝑘𝑘 + 1) = 𝜆𝜆(𝑘𝑘) + 𝜌𝜌(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 − 𝐶𝐶) (17) 

 

min
𝑃𝑃𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢(𝑡𝑡)

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 

∑ (𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) + 𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡)24
𝑡𝑡=1  (18) 

+𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) + 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡)) 

 

𝐶𝐶𝐷𝐷𝐷𝐷1(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷1. 𝜋𝜋𝐷𝐷𝐷𝐷1. 𝑃𝑃𝐷𝐷𝐷𝐷1(𝑡𝑡) (19) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. (𝑃𝑃𝑐𝑐ℎ1(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑1(𝑡𝑡)) (20) 

𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡) = 𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃2. 𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃2. (𝑃𝑃𝑃𝑃2(𝑡𝑡) + 𝑃𝑃𝑇𝑇2(𝑡𝑡)) (21) 

𝐶𝐶𝐷𝐷𝐷𝐷2(𝑡𝑡) = 𝑁𝑁𝐷𝐷𝐷𝐷2. 𝜋𝜋𝐷𝐷𝐷𝐷2. 𝑃𝑃𝐷𝐷𝐷𝐷2(𝑡𝑡) (22) 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) = 𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶3. 𝜋𝜋𝐶𝐶𝐶𝐶𝐶𝐶3. 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) (23) 

𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3(𝑡𝑡) = 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. 𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. (𝑃𝑃𝑐𝑐ℎ3(𝑡𝑡) + 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑3(𝑡𝑡)) (24) 

 

 (23)

The equation from (18) to (23) shows the cost of electricity 
production at each unit of power plant. unitN  indicates the 
number of each power plant unit. unitπ  also represents the 
hourly electricity production factor ($⁄MW). unitP  represents 
the generating capacity of each power plant unit (MW). Power 
balance limits are also shown below. 

𝑁𝑁𝐷𝐷𝐷𝐷1. 𝑃𝑃𝐷𝐷𝐷𝐷1(𝑡𝑡) + 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. (𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑1(𝑡𝑡) − 𝑃𝑃𝑐𝑐ℎ1(𝑡𝑡)) 

+𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃2. (𝑃𝑃𝑇𝑇2(𝑡𝑡) − 𝑃𝑃𝑃𝑃2(𝑡𝑡)) + 𝑁𝑁𝐷𝐷𝐷𝐷2. 𝑃𝑃𝐷𝐷𝐷𝐷2(𝑡𝑡) 

+ 𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶3. 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) + 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. (𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑3(𝑡𝑡) − 𝑃𝑃𝑐𝑐ℎ3(𝑡𝑡)) = 𝑃̂𝑃𝐿𝐿(𝑡𝑡) (25) 

 

𝑃̂𝑃𝐿𝐿(𝑡𝑡) = 𝑃𝑃𝐿𝐿(𝑡𝑡) − 𝑁𝑁𝑊𝑊𝑊𝑊1. 𝑃𝑃𝑊𝑊𝑊𝑊1(𝑡𝑡) 

−𝑁𝑁𝑃𝑃𝑃𝑃2. 𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡) − 𝑁𝑁𝑊𝑊𝑊𝑊3. 𝑃𝑃𝑊𝑊𝑊𝑊3(𝑡𝑡) (26) 

 

𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶3. 𝐻𝐻𝑐𝑐ℎ𝑝𝑝3(𝑡𝑡) = 𝐻𝐻𝐿𝐿(𝑡𝑡) (27) 

 

 (24)

 

𝑁𝑁𝐷𝐷𝐷𝐷1. 𝑃𝑃𝐷𝐷𝐷𝐷1(𝑡𝑡) + 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. (𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑1(𝑡𝑡) − 𝑃𝑃𝑐𝑐ℎ1(𝑡𝑡)) 

+𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃2. (𝑃𝑃𝑇𝑇2(𝑡𝑡) − 𝑃𝑃𝑃𝑃2(𝑡𝑡)) + 𝑁𝑁𝐷𝐷𝐷𝐷2. 𝑃𝑃𝐷𝐷𝐷𝐷2(𝑡𝑡) 

+ 𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶3. 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) + 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. (𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑3(𝑡𝑡) − 𝑃𝑃𝑐𝑐ℎ3(𝑡𝑡)) = 𝑃̂𝑃𝐿𝐿(𝑡𝑡) (25) 

 

𝑃̂𝑃𝐿𝐿(𝑡𝑡) = 𝑃𝑃𝐿𝐿(𝑡𝑡) − 𝑁𝑁𝑊𝑊𝑊𝑊1. 𝑃𝑃𝑊𝑊𝑊𝑊1(𝑡𝑡) 

−𝑁𝑁𝑃𝑃𝑃𝑃2. 𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡) − 𝑁𝑁𝑊𝑊𝑊𝑊3. 𝑃𝑃𝑊𝑊𝑊𝑊3(𝑡𝑡) (26) 

 

𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶3. 𝐻𝐻𝑐𝑐ℎ𝑝𝑝3(𝑡𝑡) = 𝐻𝐻𝐿𝐿(𝑡𝑡) (27) 

 

 (25)

 

𝑁𝑁𝐷𝐷𝐷𝐷1. 𝑃𝑃𝐷𝐷𝐷𝐷1(𝑡𝑡) + 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1. (𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑1(𝑡𝑡) − 𝑃𝑃𝑐𝑐ℎ1(𝑡𝑡)) 

+𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃2. (𝑃𝑃𝑇𝑇2(𝑡𝑡) − 𝑃𝑃𝑃𝑃2(𝑡𝑡)) + 𝑁𝑁𝐷𝐷𝐷𝐷2. 𝑃𝑃𝐷𝐷𝐷𝐷2(𝑡𝑡) 

+ 𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶3. 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶3(𝑡𝑡) + 𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3. (𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑3(𝑡𝑡) − 𝑃𝑃𝑐𝑐ℎ3(𝑡𝑡)) = 𝑃̂𝑃𝐿𝐿(𝑡𝑡) (25) 

 

𝑃̂𝑃𝐿𝐿(𝑡𝑡) = 𝑃𝑃𝐿𝐿(𝑡𝑡) − 𝑁𝑁𝑊𝑊𝑊𝑊1. 𝑃𝑃𝑊𝑊𝑊𝑊1(𝑡𝑡) 

−𝑁𝑁𝑃𝑃𝑃𝑃2. 𝑃𝑃𝑃𝑃𝑃𝑃2(𝑡𝑡) − 𝑁𝑁𝑊𝑊𝑊𝑊3. 𝑃𝑃𝑊𝑊𝑊𝑊3(𝑡𝑡) (26) 

 

𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶3. 𝐻𝐻𝑐𝑐ℎ𝑝𝑝3(𝑡𝑡) = 𝐻𝐻𝐿𝐿(𝑡𝑡) (27) 

 

 (26)

In other words, 3chpH  is the thermal energy generated 
CHP and LH  is the thermal energy of the load. In addition 
to the power balance constraint in the network, each power 
plant unit also has constraints that need to be added to the 
problem and solved based on the presented algorithms. Now 
it is necessary to determine the parameters used for simulation 
in the units of the power plant, which are indicated in the 
following tables.

In the result, these values ​​are used to simulate the 
presented decentralized algorithm. The simulation results 
will be discussed in the next section.

Simulation and Results
In this part, the optimization problem is simulated. 
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Table 1. Number of different power plant unitsTable 1. Number of different power plant units 

Parameters Value 

𝑁𝑁𝐷𝐷𝐷𝐷1 1 

𝑁𝑁𝐷𝐷𝐷𝐷2 1 

𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1 2 

𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3 5 

𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃2 3 

𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶3 5 

𝑁𝑁𝑊𝑊𝑊𝑊1 1 

𝑁𝑁𝑊𝑊𝑊𝑊3 5 

𝑁𝑁𝑃𝑃𝑃𝑃2 50 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2. DG unit parameters [38]Table 2. DG unit parameters [38] 

Parameters Name Value 

𝑃𝑃𝑑𝑑𝑑𝑑1𝑚𝑚𝑚𝑚𝑚𝑚 Minimum power in DG (MW) 0.0012 

𝑃𝑃𝑑𝑑𝑑𝑑1𝑚𝑚𝑚𝑚𝑚𝑚 Maximum power in DG (MW) 0.003 

𝑃𝑃𝑑𝑑𝑑𝑑2𝑚𝑚𝑚𝑚𝑚𝑚 Minimum power in DG (MW) 0.002 

𝑃𝑃𝑑𝑑𝑑𝑑2𝑚𝑚𝑚𝑚𝑚𝑚 Maximum power in DG (MW) 0.005 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3. Power generation cost coefficients per power plant unit [38, 39]
Table 3. Power generation cost coefficients per power plant unit [38, 39] 

 

Parameters Value 

𝜋𝜋𝐷𝐷𝐷𝐷1  ($/𝑀𝑀𝑀𝑀) 0.01 

𝜋𝜋𝐷𝐷𝐷𝐷2  ($/𝑀𝑀𝑀𝑀) 0.02 

𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵1  ($/𝑀𝑀𝑀𝑀) 0.03 

𝜋𝜋𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵3  ($/𝑀𝑀𝑀𝑀) 0.04 

𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃2  ($/𝑀𝑀𝑀𝑀) 0.01 

𝜋𝜋𝐶𝐶𝐶𝐶𝐶𝐶3  ($/𝑀𝑀𝑀𝑀) 0.005 
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Table 4. PV unit parameters [34]Table 4. PV unit parameters [34] 

Parameters Name Value 

𝐼𝐼𝑠𝑠𝑠𝑠𝑠𝑠 Short circuit current (A) 5.32 

𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚 Maximum current (A) 4.76 

𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 Open circuit voltage (V) 21.98 

𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚 Maximum voltage (V) 17.32 

𝐾𝐾𝑐𝑐𝑐𝑐𝑐𝑐 Current coefficient 0.0012 

𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣 Voltage coefficient 0.001 

𝑁𝑁𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 Nominal current of the solar cell (℃) 43 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5. WT unit parameters [34]Table 5. WT unit parameters [34] 

Parameters Name Value 

𝑣𝑣𝑐𝑐𝑐𝑐𝑐𝑐−𝑖𝑖𝑖𝑖 Cut-in speed (m/sec) 2.5 

𝑣𝑣𝑐𝑐𝑐𝑐𝑐𝑐−𝑜𝑜𝑜𝑜𝑜𝑜 Cut-out speed (m/sec) 28 

𝑣𝑣𝑛𝑛𝑛𝑛𝑛𝑛 Nominal speed (m/sec) 12 

𝑃𝑃𝑊𝑊𝑊𝑊−𝑛𝑛𝑛𝑛𝑛𝑛 Nominal power in wind turbine (MW) 1.8 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6. PHS unit parameters [35]Table 6. PHS unit parameters [35] 

Parameters Name Value 

𝑃𝑃𝑇𝑇2𝑚𝑚𝑚𝑚𝑚𝑚 Low band in generator power (MW) 0 

𝑃𝑃𝑇𝑇2𝑚𝑚𝑚𝑚𝑚𝑚 Upper band in generator power (MW) 50 

𝑃𝑃𝑃𝑃2𝑚𝑚𝑚𝑚𝑚𝑚 Low band in pump power (MW) 0 

𝑃𝑃𝑃𝑃2𝑚𝑚𝑚𝑚𝑚𝑚 Upper band in pump power (MW) 55 

𝜂𝜂𝑇𝑇 Generator efficiency (%) 95 

𝜂𝜂𝑃𝑃 Pump efficiency (%) 90 

𝜂𝜂𝑊𝑊𝑊𝑊 Efficiency of pipelines (%) 98 

𝜌𝜌 Water density (Kg/m3) 1000 

ℎ Tank height (m) 60 

𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚2 The lower band of the water volume inside the tank (m3) 10000 

𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚2 The upper band of the water volume inside the tank (m3) 50000 
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The constrained optimization problem with decentralized 
algorithms (ADMM, fast ADMM, and fast ADMM with 
restart) is simulated and compared. Fig. 2 shows the objective 
function of this optimization problem in different iterations, 
solved in a decentralized manner. Furthermore, in this figure, 
the results are compared with the optimal value obtained 
from the centralized method.

As shown in Fig. 2, the value of the objective function 
in the three decentralized methods and the results obtained 
with the centralized method are almost the same. This shows 

that it is possible to solve VPP optimization problems using 
a decentralized approach and achieve exact solutions for 
them. The value of the cost function based on the centralized 
method is 62.8 USD, while the value of the cost function in the 
decentralized methods is 62.6 USD, meaning the gap between 
the centralized and decentralized methods Concentration 
is almost zero. It is now necessary to verify that a balance 
of thermal and electrical energy has been established in the 
network that Figures 3 and 4 reflect these issues.

All decision variables in the optimization problem also 

Table 7. BESS unit parameters [15, 34]Table 7. BESS unit parameters [15, 34] 

Parameters Name Value 

𝐸𝐸1𝑚𝑚𝑚𝑚𝑚𝑚 Minimum battery energy (MWh) 0.141 

𝐸𝐸1𝑚𝑚𝑚𝑚𝑚𝑚 Maximum battery energy (MWh) 1.273 

𝐸𝐸3𝑚𝑚𝑚𝑚𝑚𝑚 Minimum battery energy (MWh) 0.3 

𝐸𝐸3𝑚𝑚𝑚𝑚𝑚𝑚 Maximum battery energy (MWh) 1.5 

𝑃𝑃𝑐𝑐ℎ1𝑚𝑚𝑚𝑚𝑚𝑚 Maximum battery charging power (MW) 0.283 

𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑1𝑚𝑚𝑚𝑚𝑚𝑚 Maximum battery discharging power (MW) 0.283 

𝑃𝑃𝑐𝑐ℎ3𝑚𝑚𝑚𝑚𝑚𝑚 Maximum battery charging power (MW) 0.2 

𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑3𝑚𝑚𝑚𝑚𝑚𝑚 Maximum battery discharging power (MW) 0.2 

𝜂𝜂𝑐𝑐ℎ1 Battery charging efficiency (%) 91.4 

𝜂𝜂𝑑𝑑𝑑𝑑𝑑𝑑1 Battery discharging efficiency (%) 91.4 

𝜂𝜂𝑐𝑐ℎ3 Battery charging efficiency (%) 90 

𝜂𝜂𝑑𝑑𝑑𝑑𝑑𝑑3 Battery discharging efficiency (%) 90 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 8. CHP unit parameters [39]Table 8. CHP unit parameters [39] 

Parameters Name Value 

𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝐴𝐴  CHP electrical power at point A (MW) 247 

𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵  CHP electrical power at point B (MW) 215 

𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  CHP electrical power at point C (MW) 81 

𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝐷𝐷  CHP electrical power at point D (MW) 98 

𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐴𝐴  CHP heat power at point A (MWth) 0 

𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵  CHP heat power at point B (MWth) 180 

𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  CHP heat power at point C (MWth) 81 

𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐷𝐷  CHP heat power at point D (MWth) 0 
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Fig. 2. Objective function in different iterations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Objective function in different iterations.

 

Fig. 3. Electric power balance in the grid. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Electric power balance in the grid.
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satisfy the constraints and the optimization problem has been 
solved correctly. Based on Figures 3 and 4, it can be seen that 
over 24 hours, the balance of power was well established and 
the algorithms performed well.

The simulation is performed for 710ρ = . One of the most 
important parameters of the ADMM algorithm and its various 
versions is the correct choice of ρ . It is now necessary to 
examine the impact of changes in this parameter on the 
objective function. Fig. 5 shows the impact of these changes 
on the objective function for seven different ρ, solved using 
the standard ADMM algorithm. Based on Fig. 5, it can be 
seen that if a suitable number for ρ  is considered, the cost 
function will reach its optimal value in the minimum number 
of repetitions. If the value of the parameter ρ  exceeds a 
certain limit, the response may be inclined to a non-optimal 
value and may even diverge. Therefore, according to the 
coefficients in the objective function, the value of ρ  should 
be selected with a suitable ratio and reach the optimal value.

Now, the most important issue that must be investigated 
in this section is the production of power in different power 
plant units, and whether all power plant units have been able 
to meet their limitations or not. Fig. 5 shows the output power 
of each power plant unit using the ADMM algorithm in full.

As it is clear from Fig. 5, there are nine units in the target 
network, whose power generation is displayed in different 
subplots. As it is clear from these figures, all the units have 
met their limits correctly, the optimization problem has been 
correctly solved, and the obtained values​are optimal. 

Based on Fig. 5, subplot (a) shows the power generation 
of the diesel generator in the first VPP, which initially has a 
value between the minimum and maximum bands and after 

a while, it reaches its maximum value. Also, subplot (b) is 
related to the charging and discharging of the BESS system in 
the first VPP, which, considering that the initial conditions in 
the battery are considered, the charging power was at 24 zero, 
but a small amount of power was discharged from this system 
to the power grid. Another system used in the first VPP is the 
wind turbine, whose output power is shown in subplot (c). 
According to the model shown in equation (6), if the wind 
speed is less than a certain limit, the production power will 
be zero, and if the wind speed is too high, the power will 
be reduced due to the prevention of damage to the turbine 
blades and related equipment. Will be zero and otherwise it 
will produce power based on this equation.

Based on subplots (d), (h) and (i) in the second and third 
VPPs, a similar performance has occurred for power plant 
units. Another unit considered in the network and located 
in the second VPP is the PHS system, whose production 
power is shown in subplot (e). Based on the initial conditions 
considered for this unit and the considered optimization 
problem, a small amount of water was transferred from the 
top to the bottom of the tank and the generator of this system 
was activated and produced electric power, but the pump of 
this system had no activity. One of the renewable power plant 
units used in the second VPP and shown in subplot (f) is PVs. 
Due to the fact that there is no sunlight in some hours, this 
power plant unit cannot produce power, and in the rest of the 
day, it will produce power based on the amount of sunlight, 
based on which the power is obtained in this way. The last 
power plants in this network are CHPs, five CHP units have 
been used in the third VPP, which have been able to produce 
significant power. The noteworthy point in this network is the 

 

Fig. 4. Heat power balance in the grid. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Heat power balance in the grid.



A. H. Gholami et al., AUT J. Model. Simul. 56(1) (2024) 3-18, DOI: 10.22060/miscj. 2024.23304.5364

12

energy storage systems, namely BESS and PHS, which have 
not performed, and this is logical because energy storage 
systems enter the network if the generated power is more than 
the consumed power or the consumed power is more than the 
generated power. If the production and consumption power 
are equal, there is no need to enter energy storage systems 
into the grid, and subplots (b), (e) and (h) express exactly 
the same issue. In general, if the power required by the load 
increases and the power plant units cannot provide it, the 
energy storage systems will enter the network to supply the 
load power and transfer more power to the network.

Next, three scenarios for this network will be examined. 
In the first scenario, from 10:00 to 15:00 in the third VPP, 
a technical problem occurs for the wind turbines and they 

go out of the network, and after solving the problem, they 
return to the network from 15:00. Fig. 6 shows a view of the 
production power of different power plant units in this state.

As shown in Figure 6, wind turbines have been disconnected 
from the network from 10 to 15 hours, and this figure shows 
the production power of all the units in the network. Based on 
this, because the power produced by the wind turbines in the 
third VPP has been fully supported by the CHPs with their 
high capacity, so the CHPs have compensated for it and in 
total loads have been supplied. The noteworthy point is that 
the performance of other power plant units has not changed 
much and CHPs have supplied the main load of the network. 
But it is necessary to carefully examine why CHP units have 
only done this, the reason is that according to Table 3, the cost 

 

Fig. 6. The power produced by different power plant units in the network (MW). (a) Production power of 

DG in VPP1, (b) Production power of BEES in VPP1, (c) Production power of WT in VPP1, (d) 

Production power of DG in VPP2, (e) Production power of PHS in VPP2, (f) Production power of PV in 

VPP2, (g) Production power of CHP in VPP3, (h) Production power of BESS in VPP3, (i) Production 

power of WT in VPP3. 

 

 

 

 

 

 

 

Fig. 5. The power produced by different power plant units in the network (MW). (a) Production power of DG in 
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in VPP2, (e) Production power of PHS in VPP2, (f) Production power of PV in VPP2, (g) Production power of CHP 

in VPP3, (h) Production power of BESS in VPP3, (i) Production power of WT in VPP3.



A. H. Gholami et al., AUT J. Model. Simul. 56(1) (2024) 3-18, DOI: 10.22060/miscj. 2024.23304.5364

13

of generating power in CHP is lower than other power plant 
units, and to minimize the cost, it is reasonable to Only use 
the capacity of these power plants. The number of CHPs in 
this network is five and they have high capacity and low cost, 
and this result is completely logical.

In the second scenario, the goal is that all power plant 
units are in the network, but the network load increases by 
300 megawatts in total hours, and the performance of different 
power plant units is checked. In the second scenario, the goal 
is that all the power plant units are in the grid, but the grid 
load is increased by 300 megawatts and the performance of 
different power plant units is checked. This amount of load 
has increased in all hours. The production power of different 
power plant units for the second scenario is shown in Fig. 7.

As can be seen from Figure 7, the performance of the 
power plant units is similar to the previous scenario and the 
CHP units were able to meet all the load power. This issue 
is due to the low cost considered for this unit, and in order 
to definitively observe that the correct operation of the 
power plant units is carried out, the third scenario has been 
considered. In the third scenario, three important things have 
been done: 1- compared to the first scenario, the load has 
been halved, 2- The wind turbines in the first VPP have been 
taken off the grid due to technical problems, and 3- The CHP 
units in the third VPP were disconnected from the network 
from 1 am to 6 am due to technical reasons, and after solving 
the problems, they entered the network at 6 am. 

In this scenario, the goal is that if the main unit of the 

 

Fig 7. The power produced by different power plant units in the network (MW) in the scenario one. (a) 

Production power of DG in VPP1, (b) Production power of BEES in VPP1, (c) Production power of WT 

in VPP1, (d) Production power of DG in VPP2, (e) Production power of PHS in VPP2, (f) Production 

power of PV in VPP2, (g) Production power of CHP in VPP3, (h) Production power of BESS in VPP3, (i) 

Production power of WT in VPP3. 

 

 

 

 

 

 

 

 

Fig. 6. The power produced by different power plant units in the network (MW) in the scenario one. (a) Production 
power of DG in VPP1, (b) Production power of BEES in VPP1, (c) Production power of WT in VPP1, (d) Production 
power of DG in VPP2, (e) Production power of PHS in VPP2, (f) Production power of PV in VPP2, (g) Production 

power of CHP in VPP3, (h) Production power of BESS in VPP3, (i) Production power of WT in VPP3.



A. H. Gholami et al., AUT J. Model. Simul. 56(1) (2024) 3-18, DOI: 10.22060/miscj. 2024.23304.5364

14

network, which is CHP and has a large power generation 
capacity, cannot produce power in some hours, what will the 
rest of the power plant units do to prevent network outages. 
The result of power generation of power plant units in this 
network in the third scenario is shown in Fig. 8.

As can be seen from Figure 8, the production power in the 
first VPP wind turbines is absolutely zero, and this unit is off 
the grid. Also, based on subplot (g), in hours 1 to 6, CHP units 
in the third VPP are off the grid and do not generate power. 
To provide the power required by the load in hours 1 to 6, 
PHS units in the second VPP and BESS units in the first VPP 
have been added to the network and injected power into the 
network. Therefore, in this scenario, it was observed that if 
some units are removed from the network, the rest of the units 
are added to the network and take over power generation in 
order to balance the power in the network. In this scenario, 

the performance of energy storage units was observed and 
these units came to the aid of the grid in emergency situations. 
Similarly, different scenarios can be considered to make the 
problem as close to reality as possible.

One of the most important issues in the comparison 
between centralized and decentralized methods is the 
comparison of the solution time of the two methods. 
The duration of solving the modelled problem with 
the centralized method is 4.83 seconds, while with the 
decentralized ADMM algorithm, the solving time has 
reached 0.24 seconds. Based on this, the solution time 
for the decentralized method is about one-twentieth of 
the centralized method, and if the network becomes 
much larger, this issue will be much more important. It 
is expected that the use of decentralized methods in VPP 
networks will increase significantly.

 

Fig 8. The power produced by different power plant units in the network (MW) in the scenario two. (a) 

Production power of DG in VPP1, (b) Production power of BEES in VPP1, (c) Production power of WT 

in VPP1, (d) Production power of DG in VPP2, (e) Production power of PHS in VPP2, (f) Production 

power of PV in VPP2, (g) Production power of CHP in VPP3, (h) Production power of BESS in VPP3, (i) 

Production power of WT in VPP3. 

 

 

 

 

 

 

 

 

Fig. 7. The power produced by different power plant units in the network (MW) in the scenario two. (a) Production 
power of DG in VPP1, (b) Production power of BEES in VPP1, (c) Production power of WT in VPP1, (d) Production 
power of DG in VPP2, (e) Production power of PHS in VPP2, (f) Production power of PV in VPP2, (g) Production 

power of CHP in VPP3, (h) Production power of BESS in VPP3, (i) Production power of WT in VPP3.
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5- Conclusion
Due to geographical expansion, the use of centralized 

optimization methods is limited for many reasons, 
including high computational load. To reduce the amount 
of computation, decentralized methods should be used. In 
this article, three virtual power plants are considered in the 
network, which, in addition to the limitations that exist on 
each power plant unit, must be able to respect the balance of 
electrical and thermal energy, on the one hand, to get maximum 
profit. A decentralized method was used to optimize them, 
and ADMM, Fast ADMM, and Fast ADMM with restart 
algorithm were used. Furthermore, the obtained results were 
compared with those obtained from the concentration method 
and similar results were obtained for them. In addition, the 
balance of electricity and heat has also been established in 

the network. The results obtained are acceptable and will 
increase the use of decentralized methods in the network of 
virtual power plants in the future. Finally, it was observed 
from the simulations that the solution time of decentralized 
algorithms is much lower than the centralized method and 
shows the application of these algorithms.
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