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ABSTRACT: This paper deals with the problem of process faults in the Lorenz system that can affect 
any of the system parameters and cause the system to exhibit various behaviors. In this paper, the 
homoclinic orbits in the Lorenz system are described and then the occurrence of process faults in the 
system is investigated that can cause a homoclinic explosion, bifurcation, change of fixed point, or 
even instability in the system. In such systems, where a small change in one of the parameters causes 
large changes in the behavior of the system, to prevent disaster in industrial systems and also to stop the 
propagation of faults in the system, the faults must be identified as soon as possible. In this paper, the 
states in the system are estimated by using a reduced-order observer, and the faults are detected. The 
purpose of this article is to recognize the change in behavior of this system in the face of this type of 
fault and to express the importance of timely detection and identification of faults in the system so as 
not to lead to failure and disaster in industrial systems. Finally, the effect of process fault, disturbance, 
and sensor fault are investigated simultaneously and the states and faults in the system are estimated.
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1- Introduction
Faults are any malformed aberration from what is normal 

or expected. This is one of the most important threats to system 
reliability because faults can reduce system performance and 
in industries, they often lead to unfavorable responses that 
can have catastrophic consequences [1]. Many researchers 
have studied fault detection approaches and proposed various 
methods for diagnosing and estimating it  [2-5]. Among all 
these methods, fault estimation (FE) methods have received 
more attention because they provide more information about 
the faults that have occurred in the system and have been 
extensively reviewed over the past 30 years, and many FE 
procedures have been presented in many fields [6-10].

Among all the diagnostic procedures, observer-based 
methods achieved increasing research attention recently [11]. 
In this regard, the fault is detected based on sliding mode 
observer [12], adaptive observer [13], real-time weighted 
observer [14], robust L1 observer [15], and optimal state 
observers [16]. Fault estimation schemes based on an 
intermediate estimator and an observer are presented in [6] and 
[8] respectively, to estimate fault signals and the system states 
simultaneously. A Takagi-Sugeno (TS) fuzzy Proportional-
Integral (PI) observer that can detect and estimate the faults 
and states in the system is investigated in [17]. An interval 
TS Unknown Input Observer (UIO) is designed in [18] to 

estimate states and fault signals in an uncertain system. A 
state estimator is proposed in [19] with intermittent, random 
actuator faults in networked systems. In [20], a PI observer 
is used for diagnosing faults in the Lorenz system with 
bifurcation problems.

Weather with unpredictable behavior, known as a chaotic 
system, in 1963 Lorenz developed a simple model to describe 
it [21]. Studying the behavior of physical systems in a number 
of them such as economic, communication, mechanical, 
thermal, and electrical systems, chaotic behavior is widely 
seen [22-25]. Lorenz model [21], which has become a model 
for chaotic dynamics, explains fluid motion under Rayleigh–
Bénard flow conditions [26]. The relationship between 
temperature deviation and fluid motion, which makes the 
Lorenz model nonlinear, should be considered to detect the 
items that caused chaotic dynamics [27]. Chaos can cause 
risks in system performance and is usually unpredictable 
because it is sensitive to the initial conditions, therefore 
research on how to diminish and suppress chaotic behavior 
is important [28]. Various control methods and procedures 
have been proposed for the control and regulation of chaotic 
systems, such as switching control [29], fuzzy control [30], 
and sliding mode control [31].

Dividing a structure into two portions is the most 
straightforward definition of the bifurcation term. A slight 
change in one of the parameters of the dynamical system 
can have a significant impact on the outcome [32]. Lorenz 
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demonstrated that small changes in initial conditions can lead 
to significant behavioral changes in the system over time [21]. 
The variation in direction caused by a slight variation in the 
parameter space can explain the concept of a homoclinic orbit. 
These orbits are challenging to calculate numerically due to 
their sensitivity to round-off errors and the limited machine 
accuracy. However, they become numerically visible with 
small perturbations, making the occurrence of a homoclinic 
bifurcation likely [33]. The authors of this article have 
provided a detailed analysis of the homoclinic bifurcation of 
the Lorenz system [34].

This article is motivated by two main factors. Firstly, 
the existing literature on the Lorenz system lacks in-depth 
exploration and discussion of the effects of faults on the 
system. The range of behavioral changes resulting from 
faults has not been thoroughly investigated. This research 
gap prompted the need for further analysis and investigation. 
Secondly, previous articles have not adequately emphasized 
the importance of fault detection in relation to the various 
effects of different faults. Understanding the specific 
consequences of different faults is crucial for effective fault 
detection and mitigation strategies. Therefore, the objective 
of this article is to address these limitations by conducting 
a comprehensive examination of fault-induced behavior 
changes in the Lorenz system. The article aims to shed light 
on the significance of fault detection and its implications.

This paper investigates the effects of process faults on 
each of the parameters of the chaotic Lorenz system. These 
faults have the potential to completely alter the dynamics 
of the system, leading to bifurcations, changes in fixed 
points, or even system instability. The objective of this 
article is to analyze and identify the behavioral changes in 
the system resulting from these specific faults. Additionally, 
it aims to emphasize the significance of timely detection 
and identification of faults to prevent failures and disasters 
in industrial systems. Furthermore, the paper examines 
the simultaneous impact of sensor and process faults and 
disturbances on the system behavior. The states and faults are 
estimated using the reduced-order observer proposed in [35]. 
To summarize, this paper’s contributions can be condensed 
into two main aspects:

Analyses the influence of process faults on all parameters 
of the chaotic Lorenz system.

Highlights how these faults can significantly alter the 
system’s dynamic behavior, leading to bifurcation, alterations 
in fixed points, or even system instability.

Notably, this research provides a more comprehensive 
analysis compared to existing papers, as it explores aspects 
that have not been extensively studied before.

The paper structure consists of the following sections. The 
homoclinic orbit in the Lorenz system is examined with the 
specified initial conditions and without input in section 2. TS 
fuzzy reduced-order observer is introduced in Section 3. In 
section 4, the effect of process faults on each of the system 
parameters is investigated and the faults are detected by the 
observer. And in the following, sensor and process faults, and 
disturbances affect simultaneously on the system, and they 

are estimated using the observer. Finally, in Section 5, the 
result of the article is described.

2- HOMOCLINIC ORBITS IN LORENZ SYSTEM
If a path X(x ؛ r*) starts at a point x0, which is not on the 

stable manifold, and reaches x1 at a given time t1. The same 
X path is expected to arrive at the x1-neighborhood at the 
same time t1, starting from the initial condition x0±ϵ, which 
is perturbation small enough. Since the stable manifold 
comprises the z-axis, its perturbation causes the path to C± to 
be sent, which depends on the direction of the perturbation. 
The unexpected result is that if the perturbation, though 
small, occurs in the parametric space, the path will converge 
to another fixed point. For example, X(x; (r*, b, σ)) → C+, 
while X(x; (r*+δ, b, σ)) → C-. 

The concept of a homoclinic orbit can be explained by 
the variation in direction resulting from a small change in the 
parameter space. Precise calculation of these orbits is difficult 
due to their susceptibility to round-off errors and constraints 
associated with machine precision. However, they can be 
numerically observed with minor perturbations. As a result, 
it is anticipated that a homoclinic bifurcation may occur in 
the Lorenz system, as discussed in the study by Hateley et al. 
[33]. This article examines the aforementioned concept within 
the context of the Lorenz system. The Lorenz system equation 
is as follows, which has three parameters b, r, and σ.
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The σ and b parameters are constant, (σ = 10, b = 8/3) 

[32]. At r = rhom   13.9162, as shown in Figure 1, unstable 
saddle separators come back to the origin and, therefore, 
constitute a homoclinic butterfly. This creates a “homoclinic 
explosion” in the model phase space, which is filled at once 
with many countable periodic orbits that make most of the 
Lorenz attractor structure.

When the value of r is equal to rAH   24.7368, is 
described in [20]. For more information on the rest of the r 
values (for example, rhet   24.0579), refer to [36] .

The behavior of the system is examined by varying the r 
parameter value, and two different initial conditions, x01 = (1.e 
− 16, 1.e − 16, 1.e − 16) and x02 = (1.e − 16, −1.e − 16, 1.e − 
16), in two scenarios. It should be noted that the second array 
in the initial condition x02 is negative. The Lorenz dynamics 
(1) has two kinds of fixed points. One of the fixed points 
for all values of the parameters is the origin (x1*, x2*, x3*) 
= (0, 0, 0). Other fixed points for r > 1 are a symmetric pair 
of fixed points ( )* * *

1 2 3 ( 1 ,  1)x x b r x r= = ± − = − . The first 
and second states converge to the same value. Therefore, in 
the following figures, only the first state is plotted.

Scenario 1: In this scenario, the behavior of the system is 
investigated for r = 13.9265. Phase plane and state trajectories 
of the system are shown in Figure 2 and 3. After a while, 
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the trajectories of states converge to the fixed points. The 
sensitivity to the initial conditions in the figure is well seen. 
The sign of the initial condition of the second state changes 
and thus states flow towards two different fixed points. 
They converge to the value ( )* *

1 2 1 5.87x x b r= = − − = −  
with the initial conditions x01 and converge to the 

( )* *
1 2 1 5.87 x x b r= = + − = + with the initial conditions 

x02. With both initial conditions, the value of the third state 
converges to *

3 x r 1 12.9265= − = .
Scenario 2: In this scenario, the system behavior is 

considered for r = 13.91, The Phase plane and state trajectories 
of the system are shown in Figures 4 and 5. After an initial 
transient, the state trajectories with x01 converge to the fixed 
point (x1 = x2 = 5.8674, x3 = 12.91) and with x02 converge 
to the fixed point (x1 = x2 = −5.8674, x3 = 12.91). The r 

parameter has changed slightly, but the results are completely 
opposite to those obtained in the previous scenario. 

In scenarios 1 and 2, the values of r were selected in such 
a way that in one scenario they are slightly lower than rhom, 
and in the other scenario they are slightly higher than rhom. 
This choice was made to accurately describe the behavior of 
hemoclinic orbits and hemoclinic explosions. According to 
what was examined in this section of the paper, the sensitivity 
of the Lorenz system to the initial conditions was shown, 
where small variations led to huge results in the future, 
which is raised in the chaos theory that studies the behavior 
of dynamic systems [37]. In this section, we examined the 
effect of changing the r parameter and the initial conditions 
on the system. In the following, we will examine the effect of 
various process faults on the system and its diagnosis.

 

Fig. 1: The bifurcation diagram for the Lorenz equation [36]  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. The bifurcation diagram for the Lorenz equation [36] 

 

Fig. 2: Phase plane behavior of the state variables x1 and x3 when r = 13.9265 (Scenario 1) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Phase plane behavior of the state variables x1 and x3 when r = 13.9265 (Scenario 1)
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Fig. 3: The trajectory of states when r = 13.9265 (Scenario 1) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. The trajectory of states when r = 13.9265 (Scenario 1)

 
Fig. 4: Phase plane behavior of the state variables x1 and x3 when r = 13.91 (Scenario 2) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Phase plane behavior of the state variables x1 and x3 when r = 13.91 (Scenario 2)
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3- FAULT DETECTION
In this section, the goal is to diagnose process faults in the 

system, so first an observer that can estimate the states and 
faults is introduced. Then the effect of process faults on each 
of the system parameters is investigated and the faults that 
have occurred are detected by using the introduced observer.

3- 1- REDUCED ORDER OBSERVER
A TS Fuzzy model of a noisy nonlinear system with 

process and sensor faults is expressed by:
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x(t), u(t), f (t) are the system state vector, known input 

vector, and the faults, respectively. ζi stands for ζi(x) 
representing system membership functions.

A new variable xm is considered and the fuzzy model (2) is 
rewritten according to [35], 
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Add Lmiẏ to both sides of the Eq. (3),

 1 2 1

2 1 2 1 3

3 1 2 3

( )
( )
( )

x t x x
x t rx x x x
x t x x bx

 
   
  

 (1) 

       

      
1

1

( ) ( )
F

F

r

i i i i p i
i

r

i i si s
i

x t A x t B u t F f t H w t

y t C x t F f t










   


  



  (2) 

 

   

1

1

( ) ( ( ) ( )

( ) ( ) ( ))

F

F

r

m i mi m mi
i

mi p mi m s

r

i m m
i

Mx t A x t B u t

F f t H w t F f t

y t C x t










  


  



 






 (3) 

 

( ) 0
( ) , ,

( ) 0 0
0

,
0 0

,

n
m

s

i i
mi mi

x t I
x t M

f t
A F

A F
F

   
    

  
   

       

 

 

, ,
0 0
0

,

i i
mi mi

msi mi
si

B H
B H

F C C F
F

   
    
   
 

  
 

 

 

   

1

1

( ) ( ( ) ( ) ( )

( ) ( ) ( ))

F

F

r

m i mi m mi mi p
i

mi msi s mi mi

r

i mi m
i

x t A x t B u t F f t

H w t F f t M L y t

y t C x t














   


  



 






 (4)  (4)

where

 
Fig. 5: The trajectory of states with r = 13.91 (Scenario 2 ) 
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It is stated in [35] that under some conditions the 
transformation matrix, R, can be expressed as follows.
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Using the new variable r(t), which is obtained by the 
transformation matrix, Eq. (4) can be rewritten as
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Eq. (5), given that the variable r is independent of or 
dependent on the measured output, is decomposed as follows.
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Given the above equations, the sensor fault fs(t) is 
expressed as follows.
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A reduced-order fuzzy estimator is proposed in [35] for r1 
and fp as follows,
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The fuzzy estimator error dynamics are asymptotically 

stable with H∞ performance level μ, if there is a positive 
matrix P and satisfy the following linear matrix inequality.
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Then the estimator gain matrix is obtained as follows
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For more details on this observer, refer to this paper [35]. 

4- Simulations
This section is divided into two parts. The first part aims 

to explore how process faults impact each of the system 
parameters in the Lorenz system. It involves analyzing the 
sensitivities of the parameters and showcasing the various 
effects of faults on the system, leading to noticeable changes 
in behavior. The states and faults are estimated using the 
observer discussed in the previous section. In the second part, 
we investigate the combined impact of disturbances, process 

faults, and sensor faults.

4- 1- Process Fault
A process fault fp(t) directly affects the parameters 

of the physical system and makes the dynamic behavior 
inappropriate. In the Lorenz system, process fault can occur 
in each of the parameters r, b, and σ.
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In this section, the behavior of the system is investigated 

for the effect of the process fault on each of the parameters r, 
b, and σ. States of the system are estimated by the observer 
briefly explained in the previous section. The fuzzy model of 
the Lorenz system can be achieved from [38].

The initial state is set to be x01 and the initial estimator 
values are assigned at x = [0; 0; 0]. The

value of the parameters is (r* = 13.91, σ = 10, b = 8/3). 
The behavior of the system with these numerical values 
and the initial condition x01 is explained in scenario 2 of the 
second section, so it is expected that after an initial transient, 
the state trajectories converge to this fixed point (x1 = x2 = 
5.8674, x3 = 12.91).

In the following, three consequences of process faults on 
the system are examined.

A. homoclinic explosion
In this part, we explore the impact of a process fault on the 

parameter r in the system. A process fault with fr = 0.5 occurs 
at t = 5 seconds. Figure 6 shows the state trajectories of the 
system and their corresponding estimates. As can be seen 
from the figure, the states of the system are well estimated 
by the observer. Therefore, according to the state’s path, the 
change in system behavior at t = 5 sec is visible, and contrary 
to what was expected, the states converged to another fixed 
point (x1 = x2 = −5.8674, x3 = 12.91). This change in system 
behavior indicates the occurrence of a homoclinic bifurcation 
in the system. Initially, the value of r* = 13.91, but due to the 
fault, the system behavior demonstrates a higher value for 
the r parameter. To provide a clearer representation of the 
homoclinic explosion, the system’s phase plane is depicted 
in Figure 7.

B. Chaotic behavior
In this part, the effect of process fault fr = 3 at t = 12 sec 

on the parameter r is investigated. Prior to the occurrence of 
the fault, the states of the system were rotating around a fixed 
point and would have converged. However, with the process 
fault occurring at t = 12 seconds, the system exhibited chaotic 
behavior.

Figure 8 shows the state trajectories of the system and 
their estimate. The accuracy of the estimation is evident even 
in the presence of chaotic behavior and intense fluctuations 
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Fig. 6: The trajectory of states when r = 13.91 with fr = 0.5 at t = 5 sec 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. The trajectory of states when r = 13.91 with fr = 0.5 at t = 5 sec

 
Fig. 7: Phase plane behavior of the state variables x1 and x3 when r = 13.91 with fr = 0.5 at t = 5 sec. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Phase plane behavior of the state variables x1 and x3 when r = 13.91 with fr = 0.5 at t = 5 sec.
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in the system states, as depicted in the figure. The phase 
plane of the system is shown in Figure 9. The process fault 
and the estimation are displayed in Figure 10. As Eq. (10) 
indicates, the process fault signal is derived from fp(t) = fr 
x1(t).

C. Unstable behavior
In this part, we investigate the impact of a process fault, 

denoted as fb = 3, occurring at t = 12 seconds, on the parameter 
b in the system. The phase plane of the system is depicted in 
Figure 11. The figure illustrates that the states of the system 

 

Fig. 8: The trajectory of states when r = 13.91 with fr = 3 at t = 12 sec 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. The trajectory of states when r = 13.91 with fr = 3 at t = 12 sec

 
Fig. 9: Phase plane behavior of the state variables x1 and x3 when r = 13.91 with fr = 3 at t = 12 sec. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9. Phase plane behavior of the state variables x1 and x3 when r = 13.91 with fr = 3 at t = 12 sec.
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Fig. 10: Process fault and the estimation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Process fault and the estimation

 
Fig. 11: Phase plane behavior of the state variables x1 and x3 when r = 13.91 with fb = 3 at t = 12 sec 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11. Phase plane behavior of the state variables x1 and x3 when r = 13.91 with fb = 3 at t = 12 sec
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initially rotate around a fixed point and converge. However, 
the occurrence of the process fault at t = 12 seconds leads to 
system instability, causing the state x3 to immediately diverge 
towards infinity.

It should be noted that if the process fault affects the 
parameter fσ = 0.5, it does not significantly impact the system 
behavior. This is because the states x1 and x2 are equal, and 
according to the Lorenz system Eq. (10), the parameter σ 
influences the difference between these two states.

4- 2- Process fault with disturbance and sensor fault
In this section of the paper, we investigate the impact of 

a process fault on the system’s behavior in the presence of 
simultaneous disturbance and sensor fault. Specifically, we 
assume that at time t = 5 seconds, the process fault fr = 2 
affects the parameter r. Additionally, a sine signal with an 
amplitude of 2 and a frequency of 3000 is considered as 
a disturbance in the system (w(t) = 2 sin(3000t)). Figures 
12 and 13 show the phase plane and the state trajectories 
of the system, along with their estimates. As can be seen in 
the figures, at the moment of fault occurrence, the rotation 
path of the homoclinic orbit changes, and the states flow 
towards another fixed point. Figure 14 displays the sensor 
fault signal and the estimation, which includes ramp, step, 
and sinusoidal signals. However, upon observing the system’s 
states, it is evident that there is no substantial change in the 
system’s behavior following the sensor fault. This highlights 

the significance of thoroughly examining process faults to 
ensure system reliability. Also, by estimating the states of the 
system, the behavior of the system is revealed, so that the 
fault propagating in the system and causing failure can be 
prevented.

5- Conclusion
This paper begins by elucidating the homoclinic 

orbits within the Lorenz system and underscores the 
system’s sensitivity to initial conditions. Subsequently, an 
examination of process faults is conducted, where small 
variations in each parameter induce homoclinic bifurcations, 
changes in fixed points, or system instability. Knowing 
the dynamic behavior of the system shows that these 
problems are not far from the mind. This paper addresses 
these problems by estimating states and identifying faults 
using a fuzzy reduced-order observer. As a result, failure 
and catastrophe in the system can be prevented by enabling 
timely identification of faults. At the end of the article, sensor 
and process faults, and disturbances affect simultaneously 
on the system, and they are estimated using the observer. 
Nevertheless, upon scrutiny of the system’s states, it 
becomes apparent that there is no significant alteration 
in the system’s behavior subsequent to the occurrence 
of the sensor fault. This emphasizes the importance of 
a comprehensive investigation into process faults to 
guarantee the reliability of the system.

 

 

Fig. 12: Phase plane behavior of the state variables with disturbance and fr = 2 at t = 5 sec 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12. Phase plane behavior of the state variables with disturbance and fr = 2 at t = 5 sec
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Fig. 13: The trajectory of states with disturbance and fr = 2 at t = 5 sec 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 13. The trajectory of states with disturbance and fr = 2 at t = 5 sec

 

Fig. 14: Sensor fault and the estimation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 14. Sensor fault and the estimation
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