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ABSTRACT: Today, in medical knowledge, data collection on various diseases is very important. One 
of the important issues in the medical world is the baby’s birth and its related issues. The relationship 
between mother and fetus is by the umbilical cord which is responsible for the development of the 
fetus. In this article, using data mining methods, the occurrence of umbilical cord torsion around the 
fetus is predicted, we also investigated some factors that can affect this event. Based on the studying 
articles on fetus birth and its factors, and consultation with gynecologists, the new and comprehensive 
questionnaire was designed on factors affecting the wrapping of the umbilical cord around the fetus, 
including 31 features that were completed by 140 samples of pregnant mothers. Then, the questionnaire 
was evaluated by Cronbach’s Alpha. Since the obtained dataset was imbalanced it was balanced with 
SMOTE technique. We compared different classification methods, including SVM, Random Forest, 
KNN, and Naïve Base for prediction, which KNN had the best result accuracy of 81%. Finally, to extract 
effective factors some association rule mining methods such as Predictive Apriori, and FP-growth were 
applied. the results show nutrition, blood pressure, diabetes, fetus number, and Internet usage can have 
more impact on wrapping the umbilical cord around the fetus.
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1- Introduction
As technology progresses, a huge amount of data is 

expanding, and one of the important factors  in the success 
of the use of science in various fields is the ability to take 
advantage of this information and data. This technology is 
widely used today in various fields, including banks, industrial 
centers, large factories, medical centers and hospitals, research 
centers, smart marketing, and many more. Data mining is the 
extraction of information and knowledge and the discovery of 
hidden patterns from very large databases, a bridge between 
statistical science, computer science, artificial intelligence, 
modeling, machine learning, and visual representation of 
data. Data mining is a complex process to identify correct, 
new, and potentially useful patterns and models in large 
volumes of data, in a way that these patterns and models 
are understandable to humans. Data mining techniques are 
popular among health researchers for an array of purposes, 
such as improving diagnostic accuracy, identifying high-risk 
patients, and extracting concepts from unstructured data [1]. 
Considering that the issue of wrapping the umbilical cord 
around the fetus is one of the most important factors during 
childbirth and the birth of a baby and raises concerns for 
mothers and doctors at birth, it is important to examine the 
factors influencing the occurrence of this issue. The umbilical 
cord is the source of blood and also provides oxygen to the 

baby, the umbilical cord supplies all the nutrients, calories, 
protein, fat, and vitamins to the baby. Umbilical cord 
wrapping is when the umbilical cord is twisted 360 degrees 
around the fetus. Wrapping the umbilical cord around the 
fetal neck can occur in two ways. The first type of umbilical 
cord around the neck occurs when the umbilical cord twists 
360 degrees around the fetal neck. The second type of 
umbilical cord around the neck is when the umbilical cord 
is not able to return around the neck and is therefore like a 
knot and is dangerous for the fetus. One way to diagnose this 
phenomenon is ultrasound. When the wrapping is so tight that 
childbirth harms the baby, the baby is diagnosed by cesarean 
section. But sometimes this phenomenon due to reduced 
umbilical cord blood flow can lead to asphyxia, abnormal 
fetal heart rate pattern, fetal acidosis, severe cerebral palsy, 
and even decrease IQ during the postpartum period[2]. The 
umbilical cord is a very narrow strip that contains two arteries 
and a vein that connects the fetus to the placenta. The length 
of the umbilical cord in about 9 months of pregnancy reaches 
about 50 cm.  Its thickness also varies in different fetuses. 
The larger the fetus, the larger the umbilical cord, and the 
diameter of the 9-month-old fetus varies somewhat from fetus 
to fetus. The umbilical cord carries nutrient-rich blood from 
the placenta to the fetus and carries fetal waste to the placenta 
for excretion. The umbilical cord floats in the amniotic fluid 
and is located between the organs and the body of the fetus 
and the wall of the uterus. Because asphyxia in many cases 
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leads to fetal death and in other cases due to hypoxia and 
brain damage leading to cerebral palsy, seizures, and learning 
disabilities. Since the umbilical cord may twist around parts 
of the fetus’ body, especially the neck, and as the fetus 
progresses and the fetus descends into the birth canal, uterine 
contractions compress the umbilical cord and reduce the fetal 
heart rate. The prevalence of an umbilical cord torsion around 
the fetal neck is 33-23%,[2-4] ], so umbilical cord torsion 
can be one of the causes of neonatal asphyxia[5]. The most 
common cause of abnormal heart rate changes during labor is 
umbilical cord complications, including twisting around the 
neck or trunk and limbs of the fetus[6]. Factors affecting the 
relationship between the umbilical cord around the neck and 
low birth weight[7] have been investigated: age, number of 
pregnancies, number of deliveries, history of umbilical cord 
around the neck, birth weight, being overweight, birth weight, 
diabetes, and blood pressure. Fayyad, U. M. et al.[8], defined 
the definitions and concepts of data mining. Their effort is 
the first step towards integrating a knowledge discovery 
framework into databases. Describe the relationship between 
data mining, knowledge discovery, and other related fields. 
In another study, Sónia Pereira et al. [9] used data mining 
models and real data to examine the factors influencing 
pregnancy and childbirth to predict the appropriate method 
of delivery. Chamidah Nurul[10] presented the embryo 
status classification by Cardiotocography based on feature 
extraction using a combination of K-Means and support 
vector machine. Based on 10 cross-validations, using the 
Cardiotocography of data set obtained from the UCI machine 
learning repository. Chen et al.[11] also examined the factors 
affecting preterm birth by observing and studying a total 
of 910 pregnant mothers using neural network data mining 
and decision tree C5.0. Bendon Robert W et al.[12] In the 
laboratory umbilical cord twisting and twisting to investigate 
the possible cause of Umbilical cord blood obstruction 
was studied. Fetal heart rate drops and reduced heart rate 
are often attributed to umbilical cord obstruction without 
knowing the anatomical basis of the obstruction. In another 
study, Tahereh Ashraf Ganjavi[13] evaluated the outcome 
of pregnancies that were complicated by the twisting of the 
umbilical cord around the neck or body of the fetus. The 
comparison was performed using the chi-square test and the 
means were compared by t-student analysis. Also Kaveh, 
Mahbod et al.[7] have reviewed the relationship between the 
umbilical cord around the neck and the number of  its rings 
with the weight of the fetus Cross-sectional. Factors studied 
included age, number of pregnancies, number of deliveries, 
birth weight, sex of the baby etc. Mallick et al.[14] have 
reviewed related to thermal care and umbilical cord care 
practices in South Asia. They reviewed key coverage trends 
and used multivariate logistic regression. They also found 
that hygienic umbilical cord care was significantly associated 
with infant survival. Arkadiusz Krzyżanowski et al.[15] have 
studied the diagnosis of umbilical cord abnormalities and 
assessment of fetal wellbeing using modern ultrasonography. 
Early diagnosis and surveillance can minimize fetal mortality 
and help make decisions.  Gede Angga Pradipta et al.[16] 

improved classification performance of the fetal umbilical 
cord using a combination of smote method and multi-classifier 
voting in the imbalanced dataset by image preprocessing. 
They compared different methods. Their work on the issue is 
similar to ours, but they use image processing. Also, they use 
smaller datasets with fewer features.  Mirza Shuja et al.[17] 
used data mining classifiers and SMOTE to predict type II 
diabetes mellitus. For preprocessing they used SMOTE to 
balance their dataset, then they used Bagging, SVM, MLP, 
simple logistic, and Decision Tree with the preprocessed data 
to select the best classifier for a balanced dataset to predict 
diabetes.

After reviewing the articles, in similar areas related to 
umbilical cord issues, some factors in these articles helped 
to determine the features we wanted, and we selected a few 
features from them, while we created many more features. So 
far, less research has been done using data mining algorithms 
to investigate the factors affecting the umbilical cord 
wrapping around the fetus with the number of features that we 
have considered in this article. The new and comprehensive 
questionnaire was designed on factors affecting the wrapping 
of the umbilical cord around the fetus, for the first time, a 
native dataset of various features including 31 features such 
as maternal age, birthday week, nutrition, internet usage, 
etc. related to the wrapped umbilical cord was created. 
Also, a variety of physical factors, technology, nutrition, 
etc. were considered. In the next step, the questionnaires 
were completed by 140 pregnant mothers in a gynecological 
hospital. Since wrapped cords were lower than normal cases, 
the obtained dataset was imbalanced and this can have a 
negative effect on the validity of the results. Therefore, the 
dataset was balanced with SMOTE technique. Although less 
work has been done using data mining techniques in this area, 
we have reviewed some of them. We chose among the data 
mining methods classification such as SVM, Random Forest, 
KNN, and Naïve Base for prediction, and compared the 
results. We also chose the association rule mining algorithms 
to select the appropriate features.

The rest of the paper is structured as follows. Section 2 
discusses the methodology. This section includes the design 
of the questionnaire, how to collect information and also the 
evaluation of the questionnaire, dataset balancing,  and the 
definition of the classification algorithm that had the best 
result. In addition, some evaluation parameters are defined. 
In section 3 we discuss the result of the accuracy of different 
classification algorithms. finally, in section 4 the conclusion 
was provided.

2-  Methodology
The research steps are shown in the figure below, which 

we will describe separately below(Fig. 1).

2- 1- Questionnaire design
Factors were selected through studies and reviews of 

similar articles in the field of newborn birth and consultation 
with obstetricians and gynecologists. Factors such as age, 
number of pregnancies, number of deliveries, history of 
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umbilical cord around the neck, etc. about the umbilical cord 
and low birth weight had been previously studied [7]. In this 
article, in addition to such factors, the selected features are 
selected to be more biological factors related to mothers 
and fetuses. Also, other factors such as the impact of mobile 
phone technology and the Internet, nutrition, sleep, etc. have 
been considered. The features of our data set with their values 
are shown in Table 1.

2- 2- Data collection
The questionnaire was distributed among pregnant 

women. This information was collected by the mothers of 
the clinic and the maternity hospital. The total number of 
samples is 140. Of all these samples, 97 are without a cord 
wrapped and 43 with a cord wrapped around the fetus. The 
information was divided into two classes A and B. Class A 
includes information on mothers without wrapped cords and 
class B includes information on mothers with wrapped cords. 
To investigate the factors, for example, pregnant mothers of 
different ages and living conditions were examined. Finally, 
the desired dataset was collected with 31 features. Among 
these features, some were considered to be physiological 
factors, some to the use of technologies such as mobile 
phones, the Internet, and computer, as well as to the factors 
of nutrition and sleep, and electrical appliances. It can be 
said that until now, a dataset with these features and with 
this number of features had not been created and selected to 
investigate the factors affecting the umbilical cord wrapping 
around the fetus.

2- 3- Evaluation of the questionnaire
Reliability and validity are used to evaluate the 

questionnaire. Validity is defined as the amount that is 

measured in a qualitative study. The second measure of 
quality in a quantitative study is the reliability or accuracy of 
an instrument. In other words, the rate at which a research tool 
is used is the same as the results used. Reliability is about the 
integrity of a size. A participant completing a device must have 
the same answer each time the test is completed to measure 
motivation.  Although it is not possible to accurately calculate 
reliability, reliability estimation can be obtained through 
various measures[18]. One of the most common methods for 
assessing the reliability of questionnaires is to determine the 
internal correlation of the questionnaire questions, which is 
done through Cronbach’s alpha coefficient. Cronbach’s alpha 
coefficient is closely related to the internal coordination of 
the questions and its value is theoretically between zero and 
one. Cronbach’s alpha formula is as follows. Where N, c̄, v̄ 
are the number of items, average covariance between item-
pairs, and average variance respectively.
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Here, after designing the questionnaire and reviewing 
the questions, to evaluate the questions of the questionnaire, 
its reliability was evaluated by Cronbach’s alpha method, 
and also the degree of correlation and its relationship were 
evaluated using Reliability and Correlation in IBM SPSS 
statistics software.

2- 4- Dataset balancing
The problem of imbalanced data distribution in classes 

arises when there are more instances in some classes than in 

 
Fig. 1. Flowchart of the proposed method 
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other classes, especially in two-class applications where one 
class has more instances than the other class. This situation 
becomes problematic in classification when a class, which 
is usually an absolute or minority class, is not shown in the 
data set, in other words, the number of incorrect observations 
exceeds the correct observations in a class. To deal with 
imbalanced data set issues, some techniques have been 
introduced, here we used SMOTE. The Synthetic Minority 
Oversampling Technique (SMOTE) is an oversampling 
approach to deal with imbalanced datasets. SMOTE creates 
new samples from the small class “synthetically”, unlike 
duplicate samples used in traditional over-sampling methods 
[17].

 In this method, for each case in a minority class (for 
example, a diabetic), the algorithm finds k samples (usually 
5) at the closest distance to the minority sample (k nearest 
neighbors). This distance is obtained from the standard 
Euclidean distance. In the next step, new hybrid samples 
(xnew) are produced by the following method. The distance 
between the variables of a minority sample (xi) and its nearest 
neighbor (xj) is calculated. This distance is then multiplied by 
a random number between 0 and 1 (δ) and added to the value 
of the variables of the minority samples[19]. 
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Implementing this method on the primary data set led to 
better results, hence, the SMOTE technique was chosen to 
balance the primary data set.

2- 5- Train the system 
Classification is one of the supervised learning methods 

for predicting data classes which identifies new data classes 
based on default and predefined classes. Some of the data 
classification algorithms are SVM, Decision Tree, Naïve 
Base, and K-Nearest Neighbor. In this article, we have 
examined different algorithms. Since k-nearest neighbors 
(KNN) had a better result, we will define it below.

k-nearest neighbors (KNN) algorithm
The k-nearest neighbor (KNN) algorithm is an easy and 

simple supervised machine learning algorithm that can be 
used to solve both classification and regression problems. This 
algorithm assumes that similar things exist in close proximity. 
In other words, similar things are near to each other. A sample 

Table 1. Data set featuresTable 1. Data set features 

Row  Feature Row Feature  
1 Maternal age (18 to 24, 23 to 29, 30 to 35, 36  and up) 17 Decreased amniotic fluid (yes, no)     

2 Maternal weight (55 to 65 kg, 65 to 75 kg, 75 to 
85 kg, 85 kg and up)       18 Cord length (short, normal, long, I do not know)  

 

3 Number of pregnancies (0, 1, 2, 3) 19 Mobile phone type (not used, simple, smart)  

4 Fetal sex (girl, boy, twin girl, twin boy) 20 Mobile usage (I do not use, 1 to 2 hours, 2 to 4 hours, 
4 to 6 hours, more than 6 hours) 

 

5 
Fetal weight (less than 2 kg 500 g, between 2 kg 600 
g to 3 kg and 700 g, 3 kg, and 800 g to 4 kg and 200 g, 
more than 4 kg and 300 g) 

21 Internet (yes, no) 
 

6 Number of fetuses (1, 2, 3, 4, and more) 22 Internet usage (I do not use, 1 to 2 hours, 2 to   
4 hours, 4 to 6 hours, more than 6 hours) 

 

7 Birth week (28 to 32, 33 to 37, 38 to 40, 41, and more) 23 Computer (yes, no)  

8 Placenta type (anterior, posterior, fundal, lateral, 
lower, unknown). 24 Computer usage (I do not use, 1 to 2 hours, 2 to 4  

hours, 4 to 6 hours, more than 6 hours)   
 

9 Fibroids (yes, no) 25 Hot foods (low, medium, high, very high)  

10 Diabetes (yes, no) 26 Liquids (1 to 1.5 liters, 1.5 to 2 liters,  
2 to 2.5 liters, more than 2.5 liters) 

 

11 Hyper Blood pressure (yes, no) 27 

Sleep (12 pm to 8 am, 12 pm to 8 am plus 1 hour of 
sleep per day, 
12 pm to 8 am plus 2 hours of sleep per day, 12 pm to 
8 am plus 3 hours of sleep per day, and more) 

 

12 Smoking (yes, no) 28 Income (low, medium, high, very high)  
13 Alcohol (yes, no) 29 Elemental electric kitchen appliances (yes, no)  
14 History of abortion (yes, no) 30 Nutrition (vegetarian, meat, both)  

15 Maternal activity during pregnancy (low, medium, 
high, very high) 31 Stress (very low, sometimes, most of the time, very 

high) 
 

16 Increased amniotic fluid (yes, no)    
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is categorized by a majority vote of its neighbors, and this 
sample is determined in the most public class among k close 
neighbors. K is a positive integer value and is generally small. 
The best choice of k depends on the data. In general, a large 
amount of k reduces the effect of noise on the classification, 
but the boundary between classes becomes less distinct. Its 
decision-making idea is very simple, that is, the sample to 
be tested is the same as the sample category closest to it. It 
is different compared to the nearest neighbor by extending 
the nearest neighbor to k in the decision-making stage. The 
k extension allows this algorithm to achieve and use more 
information. It eliminates the learning processing process 
compared to other classification algorithms with distinct 
training steps[20] In the KNN algorithm, we need k nearest 
points, for this reason, we should calculate the distance 
between the input data point and other points in our training 
data. If we assume x is a point with the coordinates of (x1, x2, 
x3,…,xP ) and y is a point with coordinates of (y1,y2, y3,…,yP) 
then we can achieve the distance between the two points from 
this formula: 
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SVM algorithm
In machine learning, support vector machines also called 

support vector networks, are supervised learning models that 
work with learning algorithms that analyze data and identify 
patterns and are used to classify and analyze regression. SVM 
has a high degree of generalization accuracy. In SVM, only 
the data contained in the support vectors form the basis of 
machine learning and modeling and this algorithm is not 
sensitive to other parts of the data and its goal is to find the best 
boundary between the data so that it has the greatest possible 
distance from all categories (their supporting vectors). In 
such a way that the two pages are far enough apart to collide 
with the data. As shown in Figure 2, the goal is to find the two 
pages that have the most distance, and as a result, the page 
between the two pages will be the best separator.

If the training points in the form  æ  i ix y    and input 
vector n

ix R∈  And class value ( ) 1.2. .i N= …  and 
{ }1. 1iy ∈ − +   Define, then in the case where the data are 

linearly separable, the decision rules that are defined and by 
an optimal plane that separates the binary decision classes are 
as follows:
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Where Y is the output of the equation, yi is the value of 

the instance class and represents the internal multiplication. 
The vector x = (x1, x2, …, xn) represents an input data, and 
the vectors xi,( i = 1,…, N) represent the backup vectors. And 

the .i b∝  parameters determine the hyper page. If the data 
is not linearly separable, the above equation changes to the 
following equation:
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The k (x, xi) function is a kernel function that generates 
internal multiplications to create machines with different 
types of nonlinear decision levels in the data space [21]. 

2- 6- Discovering and evaluation of rules using association 
rule mining 

Next, we used association rules mining algorithms such 
as Apriori, Predictive Apriori, and FP-Growth to discover 
related rules with the wrapped umbilical cord.

Apriori
In data mining, the apriori algorithm is a sort of association 

rule. Data mining association approach Analysis, also known 
as association rule extraction, is used to discover the rules of 
a group of elements[22]. Apriori is one of the best algorithms 
for exploring dependency rules in this algorithm all subsets of 
each set are repeated. The basic idea of the Apriori algorithm 
is finding the maximum set of items: the first step is to simply 
count the number of items containing an element and find the 
project set that is greater than or equal to the minimum degree 
of support. From the second step, start the loop process until 
the failure to generate a higher dimension of the frequent 
item sets. The process is as follows: in step k - 1, the set of 
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recurring items of dimension K produced by k - 1 is generated 
by the next set of candidate items of dimension K, and we 
can count the number of elements in k - 1 dimension[23].  
The goal of this algorithm is to find the largest set of items 
that meet the minimum Support and Confidence. Apriori uses 
the breadth-first search and hash structure to be able to count 
candidate items effectively[24].

Predictive apriori
Another approach predictive Apriori can also generate 

rules; however, it receives unexpected results as it combines 
both the support and confidence. Apriori uses the property “all 
subsets of a frequent item set must be frequent; and if an item 
set is infrequent, then all its supersets must also be infrequent” 
[25]. Another approach predictive Apriori can also generate 
rules; however, it receives unexpected results as it combines 
both the support and confidence [26]. In Predictive Apriori, 
the confidence evaluation of rules depends on their support. 
The preferred criterion of this algorithm is how to improve 
the expected accuracy of unseen data. Once the law has been 
completed, the preferred measure of Predictive accuracy is 
the rules by which it is developed how well they are able to 
generalize and predict test sample labels using training data 
[24].

FP-growth
This algorithm, which uses a tree structure, first builds 

this tree and then uses the generated tree to look for a set of 
repetitive items. Using a compact structure called fp-tree, it 
maps the entire database space to a small amount of space 
in the main memory and uses fp-tree when counting the 
coverage of a set of items in the database. This reduces the 
amount of time it takes to read the database [27].

Comparison of the results shows that different features 
can have different effects, and factors such as nutrition, blood 
pressure, diabetes, smoking, birth week, and the amount 
of Internet  are likely to have more impact on wrapping the 
umbilical cord around the fetus. 

3- Results
The knowledge that is generated in the model learning 

phase must be analyzed in the evaluation phase  to determine 
its value and then determine the efficiency of the model 
learning algorithm. To evaluate the results, criteria such as 
confusion matrix, accuracy, Recall, F-measure, support, and 

reliability are used, which we review.

Confusion matrix
A confusion matrix contains information about the actual 

classification predicted by a classification system. The 
performance of these systems is usually evaluated using data 
in the matrix. Confusion Matrix is a visual evaluation tool 
used in machine learning. The columns of a Confusion Matrix 
represent the prediction class results, and the rows represent 
the actual class results[28]. 

Each element of the matrix is as follows:
TN: indicates the number of records whose actual category 

is negative and the classification algorithm has correctly 
identified the category as negative.

TP: indicates the number of records whose actual category 
is positive and the classification algorithm has correctly 
identified the category as positive.

FP: indicates the number of records whose actual category 
is negative and the category classification algorithm has 
incorrectly detected them as positive.

FN: indicates the number of records whose actual 
category is positive and the category classification algorithm 
has incorrectly detected negative.

Accuracy
The most important criterion for determining the 

performance of a classification algorithm is the accuracy 
or classification rate, which calculates the total accuracy 
of classification. In fact, this criterion is the most famous 
and general criterion for calculating the efficiency of 
classification algorithms, which shows, the designed category 
what percentage of the total set of test records is properly 
categorized. Accuracy is one of the most widely used criteria 
in the field of machine learning. Accuracy is a useful measure 
of predictive success when classes are highly imbalanced. 
This criterion is often used to measure performance. Measures 
the number of objects classified as precision relative to all 
positive objects. This measurement indicates the algorithm’s 
ability to make truly accurate predictions without erroneously 
accepted objects [18]. Accuracy (P) is defined as the real 
positive number (Tp) over the real positive number and the 
false positive number (Fp).

Table 2. Confusion matrix and its various modes
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Table 2. Confusion matrix and its various modes 
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Recall

Reading (R) is defined as a real positive number (Tp) to 
a real positive number and a false negative number (Fn). The 
formula of recall is as follows.
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In addition to accuracy, it is important to consider Recall 

and accuracy. A data set can potentially rank with high 
accuracy, but show poor values in Recalling and accuracy. 
This is the result of an algorithm that rejects or accepts data 
points too much. In general, when t increases, the Recall r (t) 
increases with t, while the accuracy of p (t) decreases[29].

F-Measure
It is a good parameter for evaluating the quality of 

classification and also describes the weighted average 
between the two quantities Precision and Recall. For a 
classification algorithm, under ideal conditions, the value of 
this quantity is equal to 1, and in the worst case, it is equal to 
zero. This parameter is calculated according to the following 
equation:
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ROC
One way to evaluate and check the performance of binary 

classification is the “Receiver Operating Characteristic” or 
ROC. The performance of “Binary Classifier” algorithms 
is usually measured by indicators called “Sensitivity” or 
“Recall”. But in the ROC diagram, both of these indicators 
are combined and displayed as a curve. ROC curves are often 
used to evaluate the performance of classification algorithms 
or to generate string data. It is a diagram that displays the 
ability to evaluate a binary classification system with a 
variable detection threshold. The ROC curve is created by 
plotting the true positive rate (TPR) against the false positive 
rate (FPR) at various threshold settings. The true-positive rate 
is also known as sensitivity or recall. The false-positive rate 
can be calculated as (1 − specificity). The ROC curve on our 
balanced data set for the knn classifier is shown in Figure 3. 

A comparison of diagrams of several algorithms on our 
balanced data set is shown in Figure 4. As can be seen, KNN 
has the best result  compared to Naïve base, Bagging, and 
Random forest algorithms.

The primary data set was created with a total number of 
140, of which 97 samples are without wrapped umbilical 
cords and 43 samples are wrapped umbilical. After pre-
processing it, and applying SMOTE, the total number of data 
set samples is183  , of which 97 samples have no wrapped 
umbilical cord and 86 samples have wrapped umbilical cord. 
To evaluate the accuracy and correctness of the classification, 
it was implemented with the SVM, Naïve Base, Random 
Forest, KNN, and Bagging algorithm in Weka software. 

Since fewer works have been done to predict the 
umbilical cord wrapping around the fetus using data mining 
and to estimate its probability of occurrence, and we used our 
original native data set, it is not possible to compare the results 
with other works. Therefore, we used different classification 
methods to be able to evaluate different parameters of our 
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Fig. 3. ROC plot for knn classifier  
                           Fig. 3. ROC plot for knn classifier 
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work apply different methods, and compare them with each 
other. The results of the primary data set are shown in Table 3. 

As shown in Table 3, the accuracy, Recall, and ROC 
values, results showed. The SVM algorithm had the best 
result with 70% accuracy.

The results of the balanced data set by SMOTE are shown 
in Table 4.

As shown in Table 4, the accuracy of KNN is the best. The 
results are improved compared to the primary data set. The 
accuracy was improved by the SMOTE balancing method. 
This amount increased from 66% to 81%.

The results of the confusion matrix on the balanced data 
set by SMOTE are shown in Table 5.

Since  predicting wrapped classes is more important a 

classifier is more valuable to us, which can classify wrapped 
class data better than unwrapped ones. The weight of the 
wrapped class is higher for us, so because in terms of the 
confusion matrix KNN is better at responding, this is a more 
acceptable result for us.

4- Conclusion
In this study, using the opinion of obstetricians and 

gynecologists, first, a questionnaire was designed to assess 
the different conditions and features of pregnant mothers in 
the twisting umbilical cord around the fetus. After evaluating 
the questionnaire with statistical methods and reviewing 
various methods of data balancing, the SMOTE technique 
has been selected to balance the initial data. We used the 
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Table 3. The results of algorithms on the primary data set

 

Table 3. The results of algorithms on the primary data set 

Average TP 
Rate 

Average 
FP Rate 

Average 
Precision 

Average 
Recall 

Average F-
Measure 

ROC 
Area 

Average 
Accuracy(%) Algorithms 

0.70 66.4 69.0 70.0 59.5 51.8 70 SVM 

62.9 57.9 59.8 62.9 60.9 54.4 62 Naïve Base 

65.0 68.6 53.6 65.0 56.6 49.1 65 Bagging 

67.9 69.9 47.7 67.9 56.0 57.9 67 Random Forest 

66.4 51.1 64.5 66.4 65.2 56.7 66 KNN 
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KNN algorithm in Weka to determine the accuracy of the 
classification. The accuracy of the initial data set with the 
KNN algorithm was about 66% and with the balanced data 
set by SMOTE method, it had an accuracy of 81%. In the next 
step, by applying algorithms to detect association rules such 
as Apriori, Predictive Apriori, and FP-growth, the effect of 
the mentioned factors on the wrapping of the umbilical cord 
around the fetus was investigated and rules were extracted. 
Although medically it is not possible to exactly predict the 
occurrence of the umbilical cord around the fetus, we tried to 
create a data set with various features that affect the condition 
of the mother and fetus to investigate it and some factors 
that can help the mother and fetus to improve their condition 
during pregnancy and with proper information and education, 
the impact of these factors can be reduced. 
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