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ABSTRACT:  In each RDF knowledge base, several errors must be corrected by correction methods. 
Correction methods can be divided into three classes for the correction of outliers, inconsistencies, and 
erroneous relations. RDF knowledge base outliers can be considered as two types of outlier entities 
and triples. Inconsistent triples are corrected by inconsistency correction methods and there are many 
erroneous relation correction methods that each of them is used for a special objective. The variety 
of these errors is so wide so that no correction method could be able to cover them all. Most of the 
correction methods have been focused only on some of these errors, so a comprehensive study is 
mandatory to cover all of these elements for different objectives. Nevertheless, a couple of survey 
articles on the RDF knowledge base correction exist, but they are out-dated and did not present different 
configurations of these errors for various objectives. Since there is no configuration in this field, a new 
general configuration of the RDF knowledge base correction for a different objective is proposed here 
that can cover these various errors. In this configuration, a new classification of the errors is presented 
in which they are divided into three classes. The correction of each class is performed in a separate 
step. Finally, the state-of-the-art approach of each step is identified for each objective and a different 
configuration of these methods will be proposed for various objectives.
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1- INTRODUCTION
In each RDF knowledge base like Freebase [1] and 

WordNet [2], there are many real-world facts. Here, each RDF 
knowledge base is called briefly KB that has a triple structure 
for each fact. The structure of a triple is ( 1, , 2e R e ) in which 
1e  and 2e  are KB entities and R  is a relation between 

them [3]. For instance, “Elvis Presley has won Grammy 
award” is a fact that can be displayed by the triple (Elvis 
Presley, hasWonPrize, GrammyAward) that “Elvis Presley” 
is  1e , “GrammyAward” is 2e  and the “hasWonPrize” is R
. The structure of knowledge base can also be represented 
by a graph G (N, E), in which N is the set of nodes and E 
is the set of edges. In the knowledge base, the entities ie  
can be considered as graph nodes (

ie N∈ ) and the relation 
between them as graph edges (

ir E∈ ). Such a graph is also 
called the knowledge graph [4-6]. For example, the graph of 
Table 1 is shown in Fig. 1. There are other data models that 
have knowledge graph structure such as social networks data 
model, but the focus of this paper is only on the KG that is 
used as a background knowledge in the semantic web [7, 8].

The errors of a KB are corrected by KB correction 
methods. These errors may happen after or before the KB 
creation. After KB creation, new facts may be added to the KB 

by the enrichment methods that may cause new errors that are 
corrected by post-correction methods [9]. Also, some errors 
may exist in the KB, previously [3] that must be corrected 
by pre-correction methods. The literature of pre-correction is 
rich [10-17], but there are few studies on the post-correction 
methods. The focus of this paper is on the post-correction by 
RDF mining methods that are divided into non-embedding 
and embedding approaches [4]. Embedding post-correction 
methods embed entities and relations to a vector space [4, 18-
24]. Through this conversion, learning steps can be performed 
effectively.

There is a Correction Tower [9] that is able to correct the 
errors of inconsistencies, outliers, and erroneous relations 
in the KB by embedding post-correction methods. This 
tower is useful only for special objectives, but there are some 
other objectives like numerical correction, non-embedding 
correction, Pre-correction, Error avoidance, etc. thus, it 
is mandatory to investigate other configurations of the 
correction. For this goal, a general configuration is proposed 
in this paper based on the Correction Tower that is called 
GKBC. The GKBC includes three steps for the correction of 
inconsistency, erroneous relations, and outliers. In this paper, 
suitable methods of each GKBC step for each objective are 
proposed in different configurations.
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In related studies, the correction of the inconsistencies has 
less been considered. Although some of the inconsistencies 
are corrected by outlier and erroneous relations correction 
methods, many inconsistency errors cannot be detected by 
these methods. Thus, the correction of inconsistencies is 
considered in the proposed GKBC as a separate step. In the 
proposed GKBC, a suitable approach is detected for each step 
in each objective. Based on these findings, new correction 
configurations will be proposed for different objectives. 
Finally, the evaluation of each configuration will be illustrated.

In the following, Section 2 investigates related studies. In 
Section 3, the GKBC general configuration is proposed. In 
Section 4, the methods of outlier correction are studied. These 
studies are performed for the inconsistencies an erroneous 
relations in Sections 5 and 6. In Section 7, the evaluation 
results of investigated methods are presented, and based on 
them the best configurations of the GKBC are organized for 
each objective. Finally, the conclusion is presented in Section 
7. 

2- RELATED STUDIES
There are many KB correction methods in which some 

errors of a KB are corrected. For example, there are some 
methods such as [25, 26] for detecting of the KB outliers. These 
methods mine only numeric entities by the clustering. Other 
methods such as [27] correct outlier triples by the clustering 
and classification methods. Also, the method of [28] detects 
outlier numeric entities by the clustering of numeric RDF 
data. Outliers of a KB are detected for two objectives. In some 
methods such as [25-28], outlier detection is used to find 
other errors. Another objective is to preprocess an operation 
such as KG embedding [29].

The method of [30] focuses only on the inconsistency 
errors. So far, existing embedding methods of the correction 
did not pay to only inconsistency errors, except EPCI  [30]. 
Most of them focus on the correction of the outliers and 
erroneous relations. For instance, methods of PaTyBRED [31] 
and SDValidate [32] detect and delete the erroneous relations 
and outliers. The goal of CoCKG [33] and LinkRank [34] is 

object predicate subject 
GrammyAward hasWonPrize ElvisPresley 

1935 bornInYear ElvisPresley 
Tupelo bornIn ElvisPresley 

Mississippi locatedIn Tupelo 
USA locatedIn Mississippi 
singer type ElvisPresley 
Person subClassOf singer 

Table 1. A part of an RDF KB

 
 

Fig. 1. GKBC: A General configuration of the KB Correction 

 
 
  

Fig. 1. Knowledge graph structure of the RDF KB

Fig. 2. GKBC: A General configuration of the KB Correction
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to repair erroneous links in addition to error detection, but 
their repairing results are not acceptable [33]. The method of 
IncDect [35] has been recently introduced that directly pay to 
the inconsistency. This method can work only on the numeric 
data and is a non-embedding method that is not able to repair 
errors.

 On the other hand, PaTyBRED [31] and SDValidate 
[32] are the methods that correct erroneous relations. Thus, 
there are few general studies such as Correction Tower 
[9] that investigate all these errors. In this paper, a general 
configuration is presented for this reason. 

The errors of previous correction studies have been 
classified by different applications [36]. Here, correction 
methods can be classified by types of errors. Therefore, three 
classes are proposed: outlier entities and triples, inconsistent 
triples, and erroneous relations. Because of these error 
variety, most previous studies were focused only on some of 
these errors for the desired application [36]. A general study 
on these three classes of the errors for different objectives does 
not exist. Therefore, a new general configuration of the KB 
correction is proposed which is called GKBC in this paper. 

3- GKBC: A GENERAL CONFIGURATION
The proposed GKBC general configuration is presented in 

Fig. 2. In this general configuration, the correction of each 
class of the errors is performed by a separate step. In this figure, 
the output of the first step is briefly shown as OC. This output 
includes the triples that its outliers have been corrected. The 
next step output is IC in which the consistencies have been 
also corrected. The output of the next step is ERC in which 
the erroneous triples are also corrected. There are many 
different methods for each step of GKBC that each of them 
is suitable for a special objective. In the next sections, they 
are investigated and then in Section  6 and after evaluation, 
suitable methods of each objective will be proposed.

In GKBC configuration, different KB errors are corrected. 
These errors is divided into three classes of outliers, 
inconsistencies and erroneous relations. Each class of these 
errors are corrected by a step of the GKBC, also some errors 
can be corrected by two or more steps. These steps are 
explained bellow. 

4- FIRST STEP OF GKBC
In the first step of GKBC, outliers of KB must be corrected. 

Fig. 3 show a sample of an outlier that is different from others 
[36]. There are some methods such as [25, 26] for detecting 
the KB outliers that are able to detect only numeric outliers. 
These methods use clustering algorithms for outlier detection. 

 
 

Fig. 3: a sample of the outlier 

  

Fig. 3. a sample of the outlier

 
 

Fig. 4. Proposed outliers correction  

 
  

Fig. 4. Proposed outliers correction 
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Fig. 5: A sample of outlier entity 

 
  

Fig. 5. A sample of outlier entity

 

Mining 
Method 

Embedding 
Type 

Technique Aim Triples 
/Entities 

Outlier 
Type 

 

Method 

Clustering Non- 
Embedding 

IQR 
KDE 

Detecting Incorrect 
Numeric Data 

Entities Numeric Wienand et al. 
[26] 

Clustering Non- 
Embedding 

LOF Detecting Incorrect 
Numeric liked Data 

Entities Numeric Fleischhacker et 
al. [25] 

Classification Non- 
Embedding 

Bayesian 
Classifier 

Detecting Incorrect 
Numeric Interlinks 

Triples Numeric 
Outlier 

Interlinks 

Huiying et al. 
[28] 

Clustering 
Classification 

Embedding LOF 
LoOP 
SVM 

Detecting Wrong 
Interlinks 

Triples Outlier 
Interlinks 

Paulheim [27] 

Table 2. Comparison of prominent outlier detection methods in the KB

 
 

Fig. 6: a sample of outlier triple 

  

Fig. 6. a sample of outlier triple

Other methods like [27] use also classification algorithms. 
These outliers can be divided into two objectives. In many 
methods like [25-28], the detection is done to identify other 
errors such as inconsistencies. In the second objective, this 

method is used for the preprocessing of KB embedding [29]. 
Since there are two types of outliers in KBs, this step is divided 
into two parts of outlier triples correction and outlier entities 
correction that is shown in Fig 4. In [29], a KB is considered 
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as a knowledge graph in which nodes are entities, and 
linkages can be KB triples. In this reference, two outlier types 
were nodes and linkages instead of entities and triples. The 
proposed method of outlier correction is able to correct both 
outlier triples and outlier entities in two parallel parts. 

4.1. The Correction of Outlier Entities 
In this step, outlier entities must be found from all entities 

of a KB. A sample of the outlier entity (USB) is displayed in 
Fig. 5. Some methods such as [26] are able to detect only 
numeric outliers so that they cannot correct non-numeric 
outliers. These methods are non-embedding approaches that 
by the composition of special clustering methods such as KDE 
[37] and IQR [26]can detect numeric outliers. These special 
methods are used because dataset distribution is not normal. 
Therefore, normal methods have not proper results and the 
methods of KDE and IQR are replaced. On the other hand, 
other methods such as [25, 38] were introduced for detecting 
natural outliers from other outliers. In these approaches, 
external repositories must be used, but it is not in the field of 
this manuscript. Numeric outliers can be detected by cross-
checking and usage of these external repositories. These 
approaches use LOF [39] to cluster the outliers and they are 
not embedding methods.

Although the focus of these methods was on some KBs 
that there are links between them, but in this paper, we have 
only one KB. Thus, the same methods can be proposed to 
find outlier entities, based on the methods of outlier nodes 
detection [29].

4.2. The Correction of Outlier Triples 
To study the outlier triples, there are two points of view. 

First, erroneous triples can find by detection of outlier triples. 
In the second point, the results of the next steps can improve 
by outlier triples detection that the focus of this paper is on 
this point. As a sample, the correction of outlier triples before 
the KB embedding can improve the embedding results. In the 
evaluation section, this improvement will be shown. In Fig. 6, 
a sample of the triple outlier is presented.

Wienand et al. introduced an important method in [27] 
for the purpose of outlier triples detection. They detect wrong 
links between some different datasets. Here, these links can 
be considered as outlier triples. In this paper, outliers in 
a KB is detected, but in [27], the outliers of more than two 
KBs are recognized. In this method, the links of KBs are 
embedded in the feature vector space. This method utilizes 
types and properties features for embedding, but normal 
embedding methods use latent features by neural networks to 
embed feature vectors. Outlier detection of this method is an 
unsupervised method same as LOF [39]. Using this method, 
we can detect the outliers of a KB.

The method of [28] has suitable results in numeric 
outliers. In this approach, a non-embedding method is used 
to find outlier links using arithmetic relations learning by 
probabilistic modeling [28]. This method can detect only date 
and numeric outliers and cannot recognize string links such 
as [27]. In the methods of [28] and [27], the focus is only on 
interlinks between some KBs and LOD, but the goal of this 
manuscript is the detection of the outlier triples in only one 
KB. 

Studied methods of outlier detection in the KB are 
compared in Table 2.. The methods of [25] and [26] can detect 
the outliers of numeric entities and cannot recognize string 
ones. The first method can work with a KB by IQR and KDE 
techniques, and another method is performed in some KBs 
by LOF. The mining methods of these approaches is clustering 
and they don’t embed KB in a vector space. 

Other methods of this table detect triples as KB outliers. 
These triples are interlinks between some KBs. In [28], 
incorrect numeric interlinks are detected, and in [27], all 
wrong interlinks are investigated. The mining method of [28] 
is the classification by Bayesian Classifier and the mining 
method of [27] is both classification and clustering by LOF, 
LoOP, and SVM. Embedding type of [28] is non-embedding, 
but its feature space does not obtain from a learning method. 

5- SECOND STEP OF GKBC
In the second step of GKBC, inconsistency errors 

 
 

Fig. 7: The steps of an inconsistency correction 

  

Fig. 7. The steps of an inconsistency correction
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are corrected. The amount of KB incompatibilities and 
contradictions specifies its inconsistencies[40]. Generally, few 
KB correction methods have been paid to the inconsistency 
correction, because the inconsistency is investigated often 
before KB creation as pre-correction [10, 40-44]. In [30], a 
post-correction method was recently proposed by the authors 
that is called EPCI in which the inconsistency is corrected. 
The steps of its inconsistency correction are shown in Fig. 7. 

Based on what was said above, the correction methods 
are studied from different points of view. A comparison of 
prominent related studies based on these perspectives is 
displayed in Table 3.

. In the first point, the correction methods can either 
avoid the errors or detect and repair them. Some methods 
such as [31, 32, 35] only detect and delete errors. On the 
other hand, a few numbers of approaches such as [33] can 
repair the errors after the detection step, but these methods 
have not good results [33]. Nevertheless, related works in the 

field of inconsistency correction such as [10, 40-44] mostly 
avoid errors. For these reasons, an inconsistency correction 
method (EPCI) was introduced by authors in [30] in which 
inconsistency errors are repaired with suitable accuracy. 

From the second point, correction methods are divided 
into two classes of non-embedding and embedding. 
Embedding approaches convert the knowledge base into a 
vector space [4] to facilitate the operations. Although existing 
embedding-based KB correction methods such as [4, 31, 33, 
36, 45-51] have acceptable accuracy, so far they did not correct 
the inconsistencies, except EPCI [30]. Also, most existing 
inconsistencies correction approaches are non-embeddings 
such as [35, 40-43, 52-55].

Based on the third point, correction methods are either 
post-correction or pre-correction. The approaches of pre-
correction are able to correct errors before the creation of the 
KB [10, 13, 44, 56-58]. Otherwise, post-correction approaches 
such as [31, 33, 35, 40, 49, 51, 59, 60] correct errors after KB 

 

Mining 
Method 

Embedding 
Type 

Technique Aim Triples 
/Entities 

Outlier 
Type 

 

Method 

Clustering Non- 
Embedding 

IQR 
KDE 

Detecting Incorrect 
Numeric Data 

Entities Numeric Wienand et al. 
[26] 

Clustering Non- 
Embedding 

LOF Detecting Incorrect 
Numeric liked Data 

Entities Numeric Fleischhacker 
et al. [25] 

Classification Non- 
Embedding 

Bayesian 
Classifier 

Detecting Incorrect 
Numeric Interlinks 

Triples Numeric 
Outlier 

Interlinks 

Huiying et al. 
[28] 

Clustering 
Classification 

Embedding LOF 
LoOP 
SVM 

Detecting Wrong 
Interlinks 

Triples Outlier 
Interlinks 

Paulheim [27] 

Table 3. Comparison of prominent related methods for the inconsistency correction  

Mining Method Error Type Post/Pre Correction Type Embedding Type Method 

Reasoning Relation Errors 
Inconsistency 

Pre Avoid Non Embedding SOFIE 

Reasoning Relation Errors 
Inconsistency 

Pre Avoid Non Embedding PROSPERIA 

Stochastic Inconsistency Pre Avoid Non Embedding DBpedia Enrichment 
Reasoning Inconsistency Pre Avoid Non Embedding PION 
Reasoning Inconsistency Pre Avoid Non Embedding Temporal Consistency 
Rule Based Inconsistency Pre Avoid Non Embedding Big RDF Consistency 
Embedding 
Classifier 

Relation Errors 
Outliers 

Post Detect Embedding SDValidate 

PRA 
Embedding 
Classifier 

Relation Errors 
Outliers 

Post Detect Embedding PaTyBRED 

SVM Classifier Erroneous Links Post Repair Non Embedding LinkRank 
PRA 

Embedding 
Classifier 

Erroneous Links 
Outliers 

Post Repair Embedding CoCKG 

Graph 
Functional 

Dependency 

Inconsistency Post Detect Non Embedding IncDect 

NTN Inconsistency Post Repair Embedding EPCI 
 

Table 4: Methods for correction of erroneous relations
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creation. Existing inconsistencies post-correction approaches 
focus only on the correction of the numeric errors [25, 26, 28, 
35, 55], but the post-correction of inconsistencies approaches 
are able also to correct non-numeric ones. Based on these 
points, important correction studies are compared in Table 3.

In this table, The approaches of PROSPERIA [44] and 
SOFIE [10] and are non-embedding approaches in which the 
inconsistencies of the YAGO KB are avoided by an extraction 
step and they are also corrected as the pre-correction approach. 
By these approaches, some candidate facts are extracted from 
an external resource, and the facts that are inconsistent are 
recognized with disambiguation algorithms [14, 15, 57, 61] 
from these candidate facts. In [41] DBpedia enrichment was 
introduced. This approach is a pre-correction method and 
able to correct the inconsistent facts of the DBpedia KB using 
a learning approach. PION [42] is another pre-correction 
method in which ontology inconsistencies are avoided. In 
the method of Big RDF Consistency [40], inconsistencies of 
RDF data [62] are detected by a rule-based, pre-correction, 
and non-embedding approach. Also, the method of Temporal 
Consistency [43] studied timely inconsistencies that is similar 
to the last investigated methods.

In the related studies of embedding-based correction 
methods, only EPCI [30] focused on inconsistency errors, 
exclusively. They have been mostly focused on outlier 
correction and erroneous relations correction. For example, 
SDValidate [32] and PaTyBRED [31] can detect and then 
delete the outliers and erroneous relations. The objective of 
LinkRank [34] and CoCKG [33] is repairing of erroneous 
interlinks after error detection, but the results of repairing 
are not suitable [33]. IncDect [35] is a new method that can 
directly investigate inconsistencies. IncDect can study only 
the non-embedding numeric data that cannot repair errors. 
In this table, post-correction and pre-correction are briefly 
called “post” and “pre”.

6- THIRD STEP OF GKBC
In the third step of GKBC, erroneous relations must be 

detected. These errors have different reasons. The first reason 
is that resources such as Wikipedia have some incorrect 
data and during fact extraction, erroneous relations may 
be extracted [3, 11, 56]. The second reason is that some 
erroneous relations may happen because of KB refinement [7, 
36]. These relations must be corrected. Existing methods for 
this correction are divided into classes of non-embedding and 
embedding. Most of these methods are compared in Table 4.

Embedding-based correction methods of erroneous 
relations convert the KG to a vector space. This space gives 
a score value g  [21, 23] to each KB triple. One threshold 
value  iτ  is assigned to each KB relation  ir . For each  ir , if 
( ), ,i ig s r o τ>  then the triple ( ), ,is r o  has true relation, 

otherwise ir  is a false relation for this triple [63]. By a 
classification method, these erroneous relations can be 
detected. For instance, in the Knowledge Vault [59] creation, 
the classification step is done by a Multi-Layer Perceptron 
network. The fusion of the KB is the goal of this approach. 
In the step of knowledge extraction of this method, extracted 

knowledge can be classified by the MLP network. In this 
method, the KB correction is as pre-correction. Thus, when 
some new facts were entered the KB, this approach can be 
used. Therefore, these approaches are not appropriate for the 
correction of existing errors of erroneous relations in a KB.

SDValidate [32] is another method of erroneous relations 
correction that has three parts: In the first part, RPF (relative 
predicate frequency) values for each triple are obtained, then 
lower RPF triples are removed. The repetition of two parts of 
these triples are less and their accuracy probability is low. In 
the next part, each entity is converted into a feature vector by 
a distribution from Properties and Types feature. Therefore, 
the relation score of each triple is gained by cosine similarity 
in two entities vectors in this triple. In the third part, a 
threshold value iτ  is considered for the classification of false 
and true facts for each relation ir . Thus using the RPF idea, 
SDValidate presents a method for the correction of existing 
erroneous relations in a KB. The vector of each relation mr  
of triple ( ), , i m js r o  is presented as  SDV

ijmφ  for SDValidate. In 
equation (1), the score function is presented for the relation 

mr . This notations are defined in [64] that the weight vector 
is T

mw .

𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖
𝑆𝑆𝑆𝑆𝑆𝑆 ≔  𝑤𝑤𝑖𝑖

𝑇𝑇 𝜙𝜙 𝑖𝑖𝑖𝑖𝑖𝑖
𝑆𝑆𝑆𝑆𝑆𝑆  (1) 

 

  

 (1)

Some approaches such as [23, 65-67] use path ranking 
(PRA) algorithms. In PRA-based approaches, paths of triple 
entities are utilized instead of Properties and Type features. 
Since the Type relation of many KBs is not rich, the related 
studies do not work them. By the PRA approach, this problem 
is resolved. The PRA feature vector is presented as  PRA

ijkφ  for 
each mr  in ( , , i m js r o ). In equation (2), the score function of 
PRA is presented for the relation mr .

  

𝑓𝑓𝑖𝑖𝑗𝑗𝑗𝑗
𝑃𝑃𝑃𝑃𝑃𝑃 ≔  𝑤𝑤𝑗𝑗

𝑇𝑇 𝜙𝜙 𝑖𝑖𝑗𝑗𝑗𝑗
𝑃𝑃𝑃𝑃𝑃𝑃  (2)  

  

   (2) 

PaTyBRED [31] was introduced by Melo et al. to improve 
the related studies. The objective of PaTyBRED is KB 
correction of erroneous relations. PaTyBRED combines two 
methods of SDValidate and PRA. Thus, features of Paths and 
Types must be used for the creation of the vector   PaTyBRED

ijmφ . 
Although in most KBs, there is not Type feature. On the other 
hand, some errors maybe include false entities by the true 
feature of the type that is not able to detect using Type-feature-
based approaches [68]. Thus, PaTyBRED uses Paths and Types 
features by the combination of PRA and SDValidate helping 
a classifier for each mr , that its score function is displayed in 
(3).  

𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ≔  𝑤𝑤𝑖𝑖

(1)𝑃𝑃𝜙𝜙 𝑖𝑖𝑖𝑖𝑖𝑖
𝑆𝑆𝑃𝑃𝑆𝑆 + 𝑤𝑤𝑖𝑖

(2)𝑃𝑃𝜙𝜙 𝑖𝑖𝑖𝑖𝑖𝑖
𝑃𝑃𝑃𝑃𝑃𝑃    (3)  

 

     (3) 

Most related studies pay only to error recognition and 
error deletion, but a few approaches such as CoCKG [33] 
studies on repairing of the errors. CoCKG repairs errors 
that caused by entity confusion. In this method, an entity of 
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WN18 FB15K Method 

0.21 0.23 Fleischhacker [25] 
0.25 0.22 Wienand [26] 
0.52 0.50 Paulheim [27] 
0.37 0.29 Huiying [28] 
0.68 0.61 OTC 
0.75 0.67 OEC 

Table5 . Accuracy of Outlier Correction Methods

 

WN18 FB15K Method 

0.85 0.83 EPCI 
0.66 0.62 PaTyBRED 
0.35 0.27 IncDect 

Table 6. Accuracy of Inconsistency Correction Methods

 

WN18 FB15K Method 

0.57 0.48 PaTyBRED  
0.57 0.48 CoCKG 
0.60 0.53 PaTyMLP 
0.54 0.45 PRA 
0.40 0.33 SDValidate  

Table 7. Accuracy of Erroneous Relation Correction Methods

 

Objectives #Conf. First step Second step Third step Accuracy 
FB15K WN18 

Non Numerical Correction/ 
Embedding Correction/  

Erroneous Triples Correction 

1 Paulheim [27] PaTyBRED PRA 0.55 0.65 
2 Paulheim [27] & 

Wienand [26] 
EPCI PaTyBRED 0.58 0.66 

3 OEC &OTC EPCI PaTyMLP 0.66 0.73 

Numerical Correction 

4 Wienand [26] PaTyBRED PaTyBRED 0.31 0.34 
5 Huiying [28] PaTyBRED PaTyMLP 0.35 0.36 
6 Huiying [28] & 

Wienand [26] 
IncDect PaTyMLP 0.40 0.42 

Non Embedding Correction/ 
Pre-correction/  

Error Avoidance 

7 Fleischhacker [25] Big RDF 
Consistency 

Type 
Assertions 

0.45 0.49 

8 Huiying [28] & 
Wienand [26] 

Big RDF 
Consistency 

PROSPERIA 0.48 0.51 

9 Huiying [28] & 
Wienand [26] 

Big RDF 
Consistency 

Type 
Assertions 

0.57 0.61 

Erroneous Interlinks Correction 
10 Huiying et al. [28] PaTyBRED PRA 0.52 0.61 
11 Paulheim [27] PaTyBRED PRA 0.55 0.61 
12 Paulheim [27] EPCI SDValidate 0.60 0.64 

Wrong Types Correction 

16 Paulheim [27] EPCI PRA 0.55 0.66 
17 Wienand [26] EPCI PRA 0.51 0.63 
18 OEC &OTC EPCI Type 

Assertions 
0.62 0.67 

Error Repairing 
19 Paulheim [27] PaTyBRED CoCKG 0.63 0.71 
20 Wienand [26] PaTyBRED CoCKG 0.60 0.69 
21 OEC &OTC EPCI PaTyMLP 0.66 0.73 

Table 8. Different Configurations of the GKBC for each Objective
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the triple is changed with another entity for the creation of 
erroneous relation in that triple. The first step in PaTyBRED 
detects erroneous relations and then they must be repaired as 
bellow. In the erroneous triple, a new entity replaces instead 
of an entity of the triple. Thus, newly changed triples are 
produced for each erroneous triple that each of them gives 
a score by the score function. In the next step, the triple with 
maximum score is selected. If an erroneous triple is repairable, 
it is replaced by the triple with maximum score. In general, 
this approach has not acceptable accuracy for repairing the 
erroneous relations, but its results are better than existing 
repairing approaches in the field of entity confusion [33]. The 
score function of CoCKG is identical to PaTyBRED that was 
displayed in (3). KB embedding methods such as [4, 18-24, 
50, 67, 69-74] can help to erroneous relations correction, but 
these approaches have rarely been used for this purpose, so 
far [31].

The last reviewed methods were embedding-based error 
correction, but non-embedding approaches correct these 
errors by reasoning methods using a rule-based mechanism. 
In fact, reasoning methods are not proper for real-world KBs 
[36]. For instance, reasoning on the DBpedia KB have not 
good results in erroneous relations correction because its rule-
based elements are not rich. The method of Type Assertions 
[60] is a non-embedding approach that can detect wrong 

types of the KB and in the field of non-embedding approaches 
have good results [60], but its use in real-world applications 
is low because its entity types are considered as true relations, 
by default in the KB [36]. PROSPERIA [44] is another non-
embedding approach that reasons KB for avoidance from 
erroneous relations. This method is done as a pre-correction 
in the step of knowledge extraction. Thus, it is not appropriate 
to correct existing errors of the KB. 

7- EVALUATION
In this section, different methods of each step in the 

proposed GKBC is evaluated separately, and then the best 
configurations of them are proposed for different objectives. 
The evaluations are performed on the benchmark datasets 
of FB15k [75] and WN18 [75]. In  Table 5, the accuracy of 
outlier correction methods is shown. Each of these methods 
can be used for an especial objective. Also, Table6 ,shows 
the accuracy of prominent methods of the inconsistency 
correction and in Table 7., the methods of erroneous relation 
correction are compared.

After evaluations of correction methods, we can find 
the most appropriate methods in each objective and new 
configurations can be suggested. To correct the KB errors, 
a configuration is proposed for each objective based on the 
proposed GKBC. These configurations are presented in Table 
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8. Each configuration is presented for a special objective in 
which a suitable method is proposed for each correction step. 
The method of each step is selected based on the evaluation 
results in the desired objective. Finally, a suitable configuration 
is selected for each objective based on its accuracy value. 

Different configurations of each objective are compared in 
Fig. 8. For non-numerical objective, configuration 3 is selected. 
In this objective, OEC [9] has suitable results in outlier entities 
detection, and for this reason, OTC [9] is selected for non-
numerical outlier triples detection. The evaluation results 
show that this method is suitable for this objective. For the 
inconsistency correction step, a non-numerical method did 
not exist, but the method of EPCI [30] was recently proposed 
by authors that can be used for this goal. The evaluation 
results show that this method can improve the detection and 
repair results. In the step of erroneous relations correction, 
the method of PaTyMLP [9] is selected. In this configuration, 
the methods of all steps are embedding type. Therefore, these 
methods can be also used for the objectives of the embedding 
correction and Erroneous Triples Correction. 

The next objective is the numerical correction. 
Configuration 6 is selected for this objective. In the outlier 
correction step of this configuration, the methods of [28] and  
[26] are selected to correct numerical outliers because based 
on the evaluation results. The approach of [28] is a good way in 
numerical outlier entities detection and the approach of [26] 
is a suitable method in numerical outlier triples detection. 
On the other hand, the evaluations showed that IncDect 
[35] is more useful in numerical inconsistency correction. 
Therefore, this method is selected for the second step of this 
configuration. In the step of erroneous relations correction, 
PaTyBRED is suggested. The evaluation results show that this 
method outperforms other methods in numerical and non-
numerical data.

Configuration 9 is proposed for the objective of the non-
embedding correction. The methods of [28] and [26] can be 
used for the detection of non-embedding outliers. Among 
non-embedding approaches in the inconsistency correction 
methods, the Big RDF Consistency is suitable which is a 
rule-based method [40]. Thus, this method is selected for the 
step of inconsistency correction. Also, the method of Type 
Assertions [60] is used for the third step. Non-embedding 
methods use mostly the reasoning for detecting the erroneous 
relations in which Type Assertions is suitable for this objective. 
Existing pre-correction methods are mostly non-embedding 
approaches. Therefore, its steps are the same as previously. 
Also, the goal of pre-correction methods is error avoidance. 
Thus, the configuration of this objective is the same as this 
configuration.

Another objective is erroneous interlinks correction 
in which configuration 12 is selected. The approach of [27] 
is suitable for the correction of outlier interlinks between 
KBs. Thus, this method is selected for the first step of this 
configuration. In this objective, there is not a method that 
investigates inconsistency correction especially, but the EPCI 
is able to be generalized for this aim. For this reason, this 
method is proposed for the second step of this configuration. 

Also, SDValidate is a state-of-the-art erroneous relations 
correction method for this objective [32] that is selected 
for the third step. To evaluate SDValidate and Type-based 
methods, the Type properties of YAGO KB are added into the 
datasets.

In the objective of Wrong Types Correction, configuration 
15 is selected. This configuration is the same as previous, 
but its first step has the additional method for entity errors. 
To correct the outliers in this configuration, the OEC and 
OTC [9] are used and in the third step, Type Assertions is 
selected. In this step, the method of Type Assertions can have 
better results for this objective [60]. In the next objective, 
the repairing is mandatory and the CoCKG [33] is used 
in comparison to PaTyMLP that the results showed the 
advantage of PaTyMLP for the third step. Other steps of this 
objective are the same as previously. 

These configurations were proposed based on the 
evaluation results of the previous section and the results of 
related studies, but maybe exist other configurations that have 
similar results. Nevertheless, the proposed configurations are 
useful for the objectives that help researchers to utilize them 
for different applications, but there are some problems in 
these configurations that are investigated bellow. For example, 
there are no methods to correct both outlier entities and 
outlier triples. This weakness can be solved in future work. 
Also, previous methods of erroneous relation correction 
do not use KB embedding methods such as [63, 76, 77]. 
While KB embedding methods are very strong, they can be 
combined with existing methods to increase the accuracy of 
the correction method. Also, these methods can be optimized 
by methods such as [78-80].

8- CONCLUSION
In this paper, a new general configuration for the KB 

correction was proposed that is able to cover various errors 
and is called GKBC. In the GKBC, a classification of the 
errors was presented. This classification has three classes of 
the inconsistent triples, outliers, and erroneous relations. In 
this general configuration, the correction of each class was 
performed in a separate step. In related studies, the correction 
of the inconsistencies has not been considered. Although some 
of the inconsistencies are corrected by outlier and erroneous 
relations correction methods, many inconsistency errors 
cannot be detected by these methods. Thus, the correction of 
inconsistencies was considered in the proposed GKBC as a 
separate step. In the GKBC, the suitable approach of each step 
was identified for each objective and a different configuration 
of these methods was proposed for various objectives.

In future studies, the methods of KB embedding can 
be combined with existing methods of erroneous relations 
correction to increase the accuracy of the correction method. 
Another future work will be a new method to correct both 
outlier entities and outlier triples.
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