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ABSTRACT:  The increasing popularity of cloud computing environments makes task scheduling 
as a critical problem and a hot research topic. It is necessary to decrease the energy related costs and 
enhance the lifespan of high performance computing resources used in cloud data centers. Moreover, the 
high quality of security service is increasingly critical for security-sensitive applications that work with 
large-scale data files such as bioinformatics. We propose a new task scheduling algorithm that includes: 
1) analyzing task execution time based on the load of data centers; 2) modeling the resource utilization; 
3) calculating security cost based on the failure probabilities; 4) evaluating power consumption based 
on the linear model; and 5) analyzing the closeness centrality of data centers to improve data retrieval 
time. Finally, it designs a fuzzy inference system with five inputs (i.e., total execution cost, resource 
utilization cost, security cost, energy consumption, and centrality) in order to assign a merit value to each 
data center for task execution. Cloud is a dynamic environment and there is not accurate information 
at every moment. Therefore, fuzzy inference is a good choice for predicting the behavior of the system 
and scheduling decisions. The simulation results indicate that the proposed algorithm obtains superior 
performances respectively in waiting time, success rate, energy consumption, and degree of imbalance 
around 14%, 12%, 15%, 11% on average than other similar methods under high load condition. 
Consequently, the proposed strategy has potentials to enhance the performance of QoS delivery since it 
can effectively utilize cloud resources.
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1- INTRODUCTION
Cloud computing is a computing standard, which consists 

of distributed resources to deliver on demand services and 
infrastructure through a network [1-2]. Cloud computing 
environment is the most popular computational system for 
unique characteristics that are shown in Fig.1. There are three 
cloud models as follows. 1) Infrastructure as a Service (IaaS) 
that provides infrastructure or virtual machines on demand. 
2) Platform as a Service (PaaS) that is applied for applications 
and other developments. 3) Software as a Service (SaaS) uses 
the web to deliver applications that are managed by a third-
party vendor [3-4]. 

The second classification of cloud is according to the 
deploying model. In a public cloud, infrastructure services 
(i.e., servers, storage, networks, development platforms etc.) 
are presented for public. Nevertheless, private cloud presents 
cloud resources for exclusive use by single organization. In 
community cloud, the resources of cloud are shared across 
several organizations that have some common concerns. 
Finally, hybrid cloud is the combination of other cloud 
models [4].

Due to complex and dynamic nature of cloud environment, 

task scheduling strategy plays an important role to utilize 
cloud benefits. To make good use of resources in different 
scales, cloud computing requires efficient task scheduling 
algorithm to manage them [6]. Here, ‘‘scheduling’’ is defined 
as a mechanism that determines which tasks are allocated to 
run on the machines of a distributed environment (see Fig. 
2) [7-8]. 

Howbeit, cloud environment nowadays presents a 
better schema to perform the submitted tasks in terms of 
responsiveness, scalability, and flexibility, task scheduling 
problem is known to be NP-complete problem in cloud 
system [9-10].

Generally,  scheduling methods take into account one or 
two objectives that include makespan, task priority, profit 
etc. The nature of cloud environment often results in energy-
related issues that be investigated for  increasing profit of 
service providers and environment protection. 

The security problems usually make cloud computing 
formidable, particularly when infrastructure are owned by 
an outside party that provides services to the public. In cloud 
environments, delivering security service is extremely difficult 
in comparison with tradition computing systems since many 
distributed resources can result in a large attack surface. 
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Consequently, security is recognized as the biggest challenge 
in cloud computing. Until recently, high performance has 
been the first goal in distributed systems, and this concern has 
been considered without giving much attention to security 
parameters [12-13].

Unfortunately, most of the task scheduling methods 
are unsuitable for large-scale systems because the results of 
these approaches are usually far from optimal. This implies 
that there is plenty of room to enhance tasks scheduling 
methods for cloud environment. In this work, we focus on 
resource utilization and the security of execution. We propose 
an Energy and Security Awareness Task (ESAT) scheduling 
algorithm that considers not only the security cost but also the 
energy consumption in a cloud system. Moreover, the fuzzy 
system is designed to determine an approximate rather than 
a precise pattern and so improves the numerical computation 
by using linguistic labels stipulated based on the membership 
functions. Finally, we evaluate the proposed ESAT algorithm 
through extensive simulations. Results prove that our 
ESAT strategy is highly effective and efficient in improving 

performance and can present security and efficient service for 
task scheduling in cloud environment.

The remainder of this paper is organized as follows. 
Section 2 gives a survey of related works. In Section 3, we 
describe the proposed task scheduling approach. Section 4 
explains the evaluation of the proposed strategy and proves 
its benefits under different working conditions. Finally, the 
concluding remarks are drawn in Section 5.

2- RELATED WORKS
Security and energy consumption are the crucial 

components in cloud environments. Efficient scheduling 
method can satisfy the requirements of user and providing of 
services. Nevertheless, a lot of research has been performed on 
resource allocation, tasks scheduling remains the challenging 
issue for both industry and academia [14-15]. This section 
reviews some of the existing scheduling methods for cloud 
computing.

Cerero et al. [16] presented a security supportive energy-
aware scheduling to enhance security in cloud environment. 

 
Fig. 1. Overview of cloud computing [5]. 

  

 

Fig. 2. Task scheduling process in cloud [11]. 

  

Fig. 1. Overview of cloud computing [5].

Fig. 2. Task scheduling process in cloud [11].
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The proposed strategy considers different security constraints. 
Each security constraint is represented based on security 
demands (SD) of tasks and trust levels (TL) provided by data 
centers. Then user can choose one of the possible security 
levels based on the proposed security model. Therefore, users 
enable to determine longer or shorter keys for cryptographic 
procedures based on the provided information. The results 
of experiments proved that the proposed model might be 
applied in any High-Performance Computing environment 
that needs the assignation of tasks to computing nodes.

Shishido et al. [17] investigated the effects of various 
meta-heuristics (i.e., Particle Swarm Optimization (PSO), 
the Genetic Algorithm (GA), and the Multi-Population 
Genetic Algorithm (MPGA)) techniques on a task scheduling 
algorithm in cloud environment. The authors applies a 
security-aware and cost-aware workflow scheduling algorithm 
[18] as a base method. The simulation results based on real 
scientific applications indicated that both GA and MPGA 
were consistently more efficient than PSO in scheduling 
problem. 

Ismail et al. [19] presented an Energy-Aware Task 
Scheduling algorithm on Virtual Machine (EATSVM) to 
reduce energy consumption in cloud system. The introduced 
strategy takes into account both active and idle virtual 
machines to assign a virtual machine for executing a task. It 
also monitor the increase in the energy consumption of the 
running tasks on a virtual machine. The simulation results 
indicated that EATSVM strategy saves more energy in 
comparison with ECTC method [20]. Since EATSVM strategy 
uses the power consumption range of the virtual machines 
rather than the virtual machine’s idle power consumption.

Zhang et al. [21] introduced a Job Security Scheduling 
Strategy (JSSS). The authors proposed a cloud architecture with 
four layers as SOA Architecture, Management Middleware, 
Resource virtualization, and Physical Resources. Then, they 
considered security demand and trust level to satisfy the 
security level of job scheduling. Afterwards, the proposed 
strategy models the scheduling problem based on Genetic 
Algorithm (GA). In the proposed model, each chromosome 
shows a schedule of a set of jobs on several data centers and 
then each gene is defined as a pair to indicate the relationships 
between jobs and data centers. The results demonstrated that 
the proposed scheduling algorithm cloud reduce processing 
time for various number of jobs.

Liu et al. [22] proposed a self-adaptive layered sleep 
vision-based strategy to solve secure scheduling problem in 
cloud environment. The authors applied a decision-making 
tree structure for feature classification of resource security 
dynamic scheduling tasks. In addition, they considered 
a top down analytical approach for multithread space 
reconstruction of resources in the storage of cloud. Finally, 
they proposed a self-adaptive filtering strategy for removing 
redundant resources. The average scheduling accuracy of the 
proposed strategy is about 95.5%, which is 31.7% superior 
to the traditional strategy (72.5%) in term of accuracy for 
resource security dynamic scheduling in cloud environment.

Lou et al. [23] presented a Genetic-based Task Scheduling 

Algorithm (GTSA), which not only reduces execution time 
but also guarantee load balance. The authors considered five 
conditions as new task arriving, long time waiting, testing 
resource idle, and testing resource crash and load high during 
task scheduling process. The results of experimental indicated 
that the proposed task scheduling strategy could reduce the 
makespan and realize the load balance.

Mansouri and Javidi [24] proposed a Cost-based Job 
Scheduling (CJS) algorithm for cloud environment. CJS 
considers the characteristics of data intensive and computation 
intensive tasks, simultaneously. Moreover, it models the 
characteristics of network such as jitter and packet loss. 
Finally, it defines a linear cost function based on transfer cost, 
network cost, and computation cost. The simulation results 
with CloudSim indicated that CJS cloud improve processor 
utilization and makespan. Nevertheless, the main weakness 
of CJS is the values of weights in the cost function the effect 
on the performance. In this paper, our proposed algorithm 
(ESAT) solves this problem with designing appropriate fuzzy 
system.

Achar et al. [25] introduced Optimal Task Scheduling 
Strategy (OTSS), which applies tree based data structure for 
execution of tasks in efficient manner. At first, the authors 
prioritized the tasks according to their size and Virtual 
Machines based on their MIPS value. Therefore, task having 
highest size has highest rank. They constructed a tree named 
Virtual Machine Tree (VMT) in which each Virtual Machine 
is represented with a node. Then, the proposed strategy 
executes the grouping of task based on the number of leaves 
in the VMT. The simulation results with CloudSim proved 
that OTSS gives better performance in comparison with other 
traditional scheduling algorithms such as FCFS.

To the best of our knowledge, some task scheduling 
methods consider single objective and attempt to 
reduce execution time. In dynamic and complex cloud 
environment, several QoS objectives should be considered 
for task scheduling problem. Security, makespan, and energy 
consumption are the crucial parameters in cloud scheduling. 
Therefore, we try to satisfy the user requirements and service 
provider by a hybrid task scheduling which uses fuzzy theory 
during assigning tasks to the data centers. 

3- PROPOSED TASK SCHEDULING ALGORITHM
The proposed scheduling algorithm considers five 

important factors that noticeably affect the computation 
time, monetary cost, energy consumption, security level, and 
centrality. Fig. 3 indicates the overall system model.

3-1- Task execution
The total cost for the execution of tasks can be obtained 

as an average completion time of tasks on machines, to which 
they are assigned.
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Where n is number of tasks. Tasks and Machines indicate 
the set of total tasks and the set of total machines in the 
system, respectively. Completionij shows the completion time 
of task j on machine i and is computed by Eq. (2) [26].

ij ji iCompletion Execution Ready= +  (2)

Where Readyi shows the finishing execution time of tasks 
that are previously assigned to the machine i. Executionji is 
determined based on Eq. (3).

j
ji

i

L
Execution

C
=  (3)

Where Lj and Ci show the computational load of task j 
in millions of instructions and the computing capability of 
machine i in millions of instructions per second, respectively.

3-2- Resource utilization
Here, we consider the resource utilization as a portion of 

the average idle time of machines on which tasks are assigned. 
Therefore, the resource utilization is given by Eq. (4) [26].

ReCos (1 ) _i
i

i Machines

Completiont Idle param
Makespan∈

= − ×∑  (4)

Where Completioni is the completion time of machine i 
and is found by Eq. (5).
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In addition, Makspan is a maximum value of Completioni. 
Idel_parami is expressed as Eq. (6).

_ i
ji

j Tasks
i

i

Execution
Idle param

Completion
∈=
∑

 (6)

Where, Taski indicates the set of the tasks that are executed 
on machine i.

3-3- Security cost
The machine failures cost is defined as the products the 

execution time of tasks on the machines and the failure 
probabilities. Hence, security cost is achieved by Eq. (7) [26].
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(7)

Where, FP shows the failure probabilities.

3-4- Power consumption
We apply the same energy model as in [27] for our problem 

as follows.

max maxCos (1 )Powt k P k P U= × + − × ×  (8)

Where, U shows the CPU utilization and k indicates the 
fraction of power used in the idle status. In addition, Pmax 
shows the power consumption in the peak load.

3-5- Centrality
Recently, centrality metrics have gained importance 

in real networks with heterogeneous nature [28]. If task is 
data intensive then the data centers with high centrality are 

 

Fig. 3. The proposed system model. 

  

Fig. 3. The proposed system model.
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appropriate and ensure an improved access time. In other 
words, the centrality of a data center presents the measure 
of the relative importance of a data center in a network. 
There are several centrality metrics such as closeness, degree, 
betweenness, eccentricity, and eigenvector [28]. In this paper, 
we only considers the closeness centrality that is obtained 
based on Eq. (9). In closeness centrality measure, a node is 
considered important if it is relatively close to all other nodes 
[28]. 

1( )
( , )

u v

nCentrality u
d u v

≠

−=
∑  (9)

Where n is the number of nodes in graph and d(u,v) 
indicates the distance between u and v.

Consider we have 8 nodes like Fig. 4. Table 1 shows the 
closeness centrality calculation for node D and node A. In the 
closeness centrality, lower values show more central nodes. 
Therefore, node D is more central since node D’s closeness 
centrality is 1.71 and node A’s is 3.43.

3-6- Fuzzy system
To calculate the merit of each data center for executing task 

T, a fuzzy inference system will be designed. Fuzzy logic uses 
linguistic terms so it is close to human thinking style. It assigns 
membership degrees to the concepts, which express ambiguity. 
Then it uses the if/then rules for evaluating the various cases 

of each inputs fuzzy sets. Therefore, the optimum results are 
determined much close to the target outputs [29]. In general, 
fuzzy system can be found faster and smoother response than 
the conventional systems with less complexity. We use common 
fuzzy control method, namely Mamdani because of several 
advantages such as low overhead and intuitive for expert 
opinion. Then, it considers a collection of several parallel rules 
to describe how the fuzzy system should make a decision. 

The proposed fuzzy system considers five input parameters 
(i.e., CostEx, CostRe, CostSec, CostPow, and Centality) and 
presents Merit as an output output. The overall structure of 
the fuzzy system for determining the Merit of data center is 
presented in Fig. 5. Fig. 6 indicates the membership functions 
for parameters of the proposed fuzzy system that are obtained 
using the fuzzy logic toolbox of Matlab. We define three 
membership functions (i.e., Low, Medium and High) for all 
parameters. The designed fuzzy system contains 100 rules and 
some of them are listed in Table 2. 

Finally, the proposed strategy calculates Merit for each 
task across all data centers and selects the data center that has 
the highest Merit. Fig. 7 shows the overall flow chart of ESAT 
algorithm.

4- EXPERIMENT RESULTS
In this section, the architecture of simulation tool and 

configuration are presented and finally the simulation results 
are given.
1-4- Simulation architecture

 

Fig. 4. An example of graph for closeness centrality calculation. 

  
Closeness centrality calculation for Node D Closeness centrality calculation for Node A 

Node Shortest path from D Node Shortest Path from A 
A 3 (D-C-B-A) B 1 
B 2 C 2 
C 1 D 3 
E 1 E 4 
F 2 F 5 
G 2 G 5 
H 1 H 4 

7 1.71
(3 2 1 1 2 2)

Centrality  
    

 7 3.43
(1 2 3 4 5 5 4)

Centrality  
     

 

Fig. 4. An example of graph for closeness centrality calculation.

Table 1. Closeness centrality calculation for node D and node A.
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We use CloudSim toolkit [30-31] that provides large-
scale cloud computing environment, user defined allocation 
algorithms, and network connections. The architecture of 
CloudSim is presented in Fig. 8. There are three main layers: 
1) User code that provides general configuration like user 
requirements, 2) CloudSim represents the main components 
such as VM provisioning and network topology, and 3) 
CloudSim core simulation engine that supports Queuing and 

the processing of events.

2-4- Configuration
In our simulation, each task is arrived according to 

the Poisson distribution after the previous task and each 
tasks needs 1 ~ 5 files. Table 3 indicates the simulation 
parameters.
3-4- Performance evaluation

 

Fig. 5. The proposed fuzzy inference system (FIS). 

  

 

 
 

Fig. 6. Membership functions. 

  

Fig. 5. The proposed fuzzy inference system (FIS).

Fig. 6. Membership functions.

CostEx CostRe CostSec CostPow Centrality Merit 
Low Low Low Low High High 
High High High Medium Medium Low 
Low Low Medium Medium High High 
Low Medium High Medium Medium Medium 
High High Medium Low Low Medium 
High High High High Low Low 

Medium Low Medium Medium Low Medium 
Low Low Low Medium Medium High 
High Medium High High Medium Low 

Medium Low Low Medium High High 

Table 2. Fuzzy rules of controller system.
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Fig. 7. Flow chart of ESAT algorithm. 

  

 

Fig. 8. CloudSim Architecture [30]. 

  

Fig. 7. Flow chart of ESAT algorithm.

Fig. 8. CloudSim Architecture [30].

Parameters Value 
Number of data centers 10-40 
Total number of VMs 70 
MIPS of processing element 500-2500 
Number of processing element per VM 1-5 

VM memory (RAM) 512-2048 (MB) 

Total number of tasks 100-500 
Length of task 100-500 

Table 3. Simulation parameters.
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Firstly, we study the success rate that is defined as the 
ratio of the number of tasks executed successfully to the total 
number of tasks submitted to the system. Fig. 9 shows the 
success rate for different number of tasks. We can see that 
EAST algorithm gives high success rate to other scheduling 
algorithms since it considers security and cost factors, 
simultaneously. Fig. 10 indicates the success rate for different 
number of data centers. It is obvious that when number of 
data center is greater, the resources are sufficient in system 

so all algorithms represent near performance. For 10 data 
centers, EAST algorithm increases success rate about 40% in 
comparison with JSSS strategy.

The makespan has been evaluated as the most common 
performance metric by a majority of scheduling approaches. 
The highest finishing time among all tasks is defined as 
makespan. Overall, as we can observe from Fig. 11, EAST 
algorithm has better makespan as compared to OTSS, GTSA, 
and JSSS. As the number of tasks increases in data centers, 

 

Fig. 9. Success rate for different number of tasks.  

  

 

 

Fig. 10. Success rate for different number of data centers.  

  

Fig. 9. Success rate for different number of tasks. 

Fig. 10. Success rate for different number of data centers. 

 

Fig. 11. Makespan for different number of tasks.  

  

Fig. 11. Makespan for different number of tasks. 
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EAST outperforms other algorithms greatly. Fig. 12 illustrates 
makespan for different task scheduling method with various 
number of data centers. We can observe from Fig. 12 that 
EAST strategy has lower makespan compared to the OTSS 
strategy (about 11%).

The main reason is that EAST schedules tasks based on 
the characteristic of data centers and the length of tasks. 
Therefore, it does not waste powerful resources on tasks with 
low computation requirement. It is noteworthy to mention 
that in Fig. 12, CJS reduces makespan about 14% compared 
with JSSS. The reason for this is that CJS takes into account 
the data intensive and computation intensive aspects of the 
task during scheduling procedure.

Fig. 13 illustrates the total energy consumption for 
different number of tasks. We can see two results: 1) the 
energy consumption increases with the increasing of number 
of tasks and 2) the proposed scheduling algorithm shows 
the lower energy consumption compared to other methods. 
For example, EAST reduces energy consumption about 6% 
compared with CJS. This is because EAST considers energy 
cost during assigning tasks to the data centers. 

Fig. 14 reports the waiting time that is computed as the 

time that a task waits from its submission to completion in 
the queues. From the results, it is obtained that the EAST 
algorithm reduces the waiting time by an average of 27% 
when compared with JSSS and by an average of 14% when 
compared with GTSA. This can be related to EAST ability in 
selecting the data canter with low ready time. Fig. 15 shows 
the waiting time of task scheduling algorithms for different 
number of data centers. With decreasing the number of 
data centers, the increasing trend of the waiting time by the 
proposed scheduling method is significantly less than the 
other methods. Since EAST algorithm considers centrality 
parameter during scheduling process and hence data retrieval 
time is improved.

Fig. 16 presents the graphical representation of number 
of tasks verses the obtained degree of imbalanced. Degree of 
imbalance is defined by Eq. (10). 

_
_ _i

Leng TasksD
Num CPU CPU MIPS

=
×

 (10)

Where Leng_Tasks indicates the total length of tasks that 
are assigned to VMi, Num_CPU shows the number of CPU 

 

 

Fig. 12. Success rate for different number of data centers.  

  

 

Fig. 13. Energy consumption for different number of tasks. 

  

Fig. 12. Success rate for different number of data centers. 

Fig. 13. Energy consumption for different number of tasks.
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Fig. 14. Average wiating time for different number of tasks.  

  
 

 

Fig. 15. Average wiating time for different number of data centers.  
  

 

Fig. 16. Degree of imbalance for different number of tasks.  

  

Fig. 14. Average wiating time for different number of tasks. 

Fig. 15. Average wiating time for different number of data centers. 

Fig. 16. Degree of imbalance for different number of tasks. 
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and CPU_MIPS is the capability of CPU.
We can see that EAST strategy improved the degree of 

imbalance by an average of 20% when compared with JSSS 
and by an average of 13% when compared with GTSA. 
Because EAST strategy considers the variation of computing 
capability of machine and the pool of processing cycles. 

According to Fig. 17, it is clear that our proposed EAST 
strategy consistently outperforms other scheduling algorithms 
in the degree of imbalance parameter. Since tasks are assigned 
to data centers according to resource utilization.

Fig. 18 explains the improvement ratio that presents 
the efficiency of algorithm according to the execution time 

 

 

Fig. 17. Degree of imbalance for different number of data centers.  

  

 

Fig. 18. Improvement ratio for different number of tasks.  

  

Fig. 18. Improvement ratio for different number of tasks. 

Fig. 17. Degree of imbalance for different number of data centers. 

 

 

Fig. 19. Improvement ratio for different number of data centers.  

 

Fig. 19. Improvement ratio for different number of data centers. 
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reduction. Hence, it is obtained by Eq. (11) [31]:

1,

1,

% 100

n

i j
i i j

j n

i
i i j

ExT ExT

ExT
IR = ≠

= ≠

−
×=

∑

∑

 (11)

Where ExTi shows the execution time of ith algorithm. 
Form Fig. 18 and Fig. 19, we can see that EAST algorithm has 
the best improvement ratio in comparison with JSSS, GTSA, 
and OTSS algorithms. These results are because the proposed 
algorithm results in lower execution time by considering 
important parameters such as centrality and data center 
features. Moreover, it is obvious that EAST algorithm gains 
better performance than other methods under the heavy 
loads.

5- CONCLUSION
Cloud redefines the security problems targeted on task 

scheduling. It is critical to study the cloud task management 
with security implications and extend scheduling model to 
multidimensional decision. In this paper, we develop EAST 
approach that takes into account the heterogeneity of the 
cloud as well as the security and energy consumption while 
assigning a new task. In addition, we design fuzzy inference 
system to enhance EAST performance and provide load 
balancing. A comparative analysis with other strategies (i.e., 
JSSS, GTSA, OTSS, and CJS) demonstrated that it had good 
balanced utilizations and good time saving compared to other 
scheduling algorithms. Future work should also pursue the 
optimization of security operations. In addition, we want to 
use game theory for the optimization of the trust levels of data 
centers.
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