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ABSTRACT:  Intrusion detection is one of the main challenges in wireless systems especially in 
Internet of things (IOT) based networks. There are various attack types such as probe, denial of service, 
remote to local and user to root. In addition to the known attacks and malicious behaviors, there are 
various unknown attacks which some of them have similar behaviors with respect to each other or mimic 
the normal behavior. So, classification of connections in IOT based networks is a hard and challenging 
task. In this paper, an intrusion detection framework is proposed for classification of various attacks and 
separation of them from the normal connections. The double discriminant embedding (DDE) method 
is used to transform the original feature space of data. This transform is implemented in two steps. In 
the first step, the difference between the features is maximized; and in the second one, the difference 
between classes is increased. The extracted features not only have less overlapping with respect to each 
other and contain less redundant information but also they provide more separation between different 
classes. The extracted features are fed to the support vector machine (SVM) with polynomial kernel for 
classification. The experiments on NSL-KDD dataset have shown improvement of the SVM classifier 
when the DDE features are used.
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1. Introduction
1.1. Problem and related works 

Internet of things (IOT) technologies have been developed 
in various industry sectors such as smart cities, social 
domains, healthcare and smart energy systems [1]. Providing 
security of these networks has a great importance. To manage 
the security intrusion, there are various mechanisms where 
one of the main mechanisms is intrusion detection. This 
approach can be studied from two main views [2]-[4]: 
supervised and unsupervised. In the supervised view, the pre-
defined attack patterns or malicious activities are available 
as signatures of attack (intrusion class). In the unsupervised 
view, there is not any known signature or pattern of attack 
classes where these methods are called as anomaly detection. 
Each of the supervised intrusion detection methods or the 
unsupervised ones (anomaly detection) has itself advantages 
and disadvantages. The supervised intrusion detection 
methods outperform the anomaly detection approaches in 
identification of known attacks. But, their performance is 
decreased in dealing with unknown patterns. In contrast, 
the anomaly detection methods have weaker performance 
in detection of known patterns. They have better detection 
performance when dealing with anomalous patterns. 
Selection of supervised or unsupervised intrusion detection 
methods is corresponding to availability of training samples, 
type and severity of intrusion and security level of the 

network. In some cases, both methods can be used to provide 
the integrated advantages. 

Different machine learning methods have been assessed 
for intrusion detection in [5]. Then, a method combining 
several classifiers has been designed for detection of one 
attack type in the KDD CUP 1999 dataset. Among various 
intrusion detection methods, some of them are different 
versions of decision trees. For example, a bagging boosting 
based on C5 decision trees has been introduced in [6] that 
was winner of KDD CUP 1999. Another decision tree based 
method has been utilized for composing the optimal decision 
forest in [7]. 

Decision tree is blended with genetic algorithm, as an 
evolutionary technique, for generation of detection rules [8]. 
The rules should be generated such that not only provide 
accurate decision about detection of all attacks but also be 
linguistically interpretable for human administrator. But, 
decision trees have two main challenges. First is the size of 
tree and second is discretization of continous features. To 
deal with the first problem, Dendron is used for reduction 
of detection rules. To handle the second problem, the equal-
frequency discretization method is used. An unbiased and 
accurate decision tree is also provided by utilizing the genetic 
algorithm. 

The random forest algorithm is utilized for detection of 
known patterns by using training samples and unknown 
anomalies through the outlier detection mechanisms [9]. 
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At first, the intrusion patterns are automatically built over 
training samples by using the random forests. The intrusions 
are detected by matching the activities against the constructed 
patterns. Then, the novel and unknown patterns are detected 
by using the outlier detection approach through the random 
forests. 

An evolutionary soft computing (ESC) intrusion detection 
system is proposed in [10]. At first, several neuro-fuzzy 
classifiers are used for activities classification. The classifiers 
outputs are given to a fuzzy inference system to make the final 
decision. A genetic algorithm is also employed to optimize 
the structure of fuzzy sets. Another soft computing based 
intrusion detection method is proposed in [11]. It is a rule 
based discovering system using the rough set theory. It 
exploits applicable association rules, rule selection and data 
reduction to improve detection accuracy in the developed 
intrusion detection system. Rough set as a powerful tool for 
dealing to uncertain and vague knowledge is used for large 
data set reduction that results in more efficient data mining 
for intrusion detection.

The deep belief network (DBN) has been used for 
intrusion detection in [12]. DBN has a multi-layer structure 
with some advantages such as pre-training and fine-tuning 
learning approach. DBN is able to extract deep features from 
the training sets. So, DBN has not difficulties of the traditional 
neural networks such as needing to a large labeled samples 
and easy to fall into local extremes. To optimum the number 
of hidden layers and also the number of neurons in the hidden 
layers, the genetic algorithm is applied. 

In [13], an intrusion detection algorithm is proposed 
that is based on IOT feature extraction and deep migration 
learning model. The migration learning is appropriate to deal 
with inconsistent distribution of target data and source data. 
The introduced method in [13] tries to replace the model 
generation and parameter system with an automation module. 
In other words, it has proposed a self-learning deep migration 
learning method that is able to fit deep neural networks. The 
experiments have shown high detection rate and low false 
positive rate of the deep learning based method with respect 
to some other competitors. 

A semi-supervised intrusion detection method has been 
introduced in [14] that combines the fuzzy c-mean clustering 
with active learning support vector machine (SVM). The 
fuzzy c-mean clustering allows each sample to belong to some 
clusters with assigning a membership degree related to each 
cluster.  The traditional SVM is supervised where a sufficient 
labeled data is required for its training. But, due to the high 
cost of acquiring labeled data, the active learning is used in 
[14]. Active learning as a semi-supervised approach uses a 
small set of labeled samples beside a large set of unlabeled 
ones. 

Some machine learning algorithms were compared for 
intrusion detection application in [15]. The assessed methods 
were decision tree, logistic regression, artificial neural 
network, random forest and SVM. The superior performance 
of the random forest classifier with respect to its competitors 
was reported. A survey on machine learning methods used 

in the intrusion detection systems is given in [16]. According 
to its conclusions, although several intelligent techniques can 
achieve better recognition rate but they yet have problems in 
false positive rate. Some other methods stabilized the false 
positive rate at the price of high computations and increasing 
the running time. A comprehensive investigation is also 
provided in [17]. 

The SVM classifier is used for intrusion detection in 
several works such as [18]-[20]. In [21], data at first is 
processed with a hierarchical clustering algorithm to provide 
abstracted and fewer training samples. In addition, a feature 
selection method is used to remove unimportant features 
from the training instances. Then, the selected features are 
given to the SVM classifier. Two-layer dimension reduction 
and two-tier classification (TDTC) is proposed for intrusion 
detection in [22]. TDTC uses two feature reduction 
approaches and two classifiers. Both of principal component 
analysis (PCA) and linear discriminant analysis (LDA) [23] 
are used for feature extraction. Then, the Bayes classifier and 
an extended version of the nearest neighbor classifier are 
used for attacks classification. The main advantage of TDTC 
algorithm is detection of low frequency attacks such as R2L 
and U2R. Although the detection accuracy in high frequency 
attacks such as probe and Dos and also in normal class is a bit 
decreased, but TDTC has significant success in detection of 
anomalous hard-to-detect intrusions. 

1.2.Motivation and novelties 
The PCA transform is a popular feature reduction 

method. But, it does not consider the separation among 
classes. So, it may have not desired performance in 
classification applications. In contrast, methods such as 
LDA and different versions of it are appropriate choices for 
feature reduction in classification applications by maximizing 
the between-class scatters and minimizing the within-class 
scatters. But, they have two main difficulties. First, they can 
extract maximum 1c −  features where c  indicates the 
number of classes. Second, due to calculation of the scatter 
matrices, they have good efficiency just when a sufficient 
number of training samples is available, and they fail when 
training set is small. To deal with these difficulties, the double 
discriminant embedding (DDE) method has proposed in 
[24] for feature reduction of hyperspectral images.  DDE 
not only maximizes the differences between classes, which 
simplifies distinguishing between classes but also extracts the 
most informative features with minimum redundancy. DDE 
is used for extraction of features from IOT connections, in 
the intrusion detection application, for the first time in this 
work,. The features extracted by DDE are given to the SVM 
classifier for intrusion detection and attacks classification. 
The experiments on a popular dataset have shown the 
good performance of the proposed framework. Some new 
contributions of the proposed framework are represented as 
follows:

1-The DDE method increases the difference between 
various features such as length of connection, type of 
protocol, destination service and status of connection. The 
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result is decrease of redundancy among extracted features in 
the projected feature space that yields lower false alarm rate.

2-By using the DDE transformation, the distance between 
normal class and attack classes containing different types of 
intrusions such as probe, denial of service, remote to local and 
user to root is increased. So, a good separation among normal 
and intrusion connections is provided. 

2.Intrusion detection framework
There are various attacks or malicious behaviors in the 

IOT based networks. To increase the differences between 
normal and attack behaviors, a feature transformation 
method is proposed in this work. The proposed intrusion 
detection system is shown in Fig. 1. There are three main 
steps for intrusion detection in this framework, which are 
explained with more details in the following. At first, data 
samples are normalized. Then, the DDE features are extracted 
and then, the extracted features are given to the SVM module 
for classification. The result is assigning a label of normal or 
one type of known attacks to each connection sample. 

2.1. Normalization
To improve the efficiency of feature transformation and 

classification modules, each of fn  features is normalized 
along with all N  samples according to:

( )
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  where ix  is the vector containing i th feature of N  available
 samples and  ix  is the normalized version of it that has
 positive values in [1,100]. This feature range is also selected
  in [22].

2.2. Feature transformation using DDE
DDE is chosen for feature extraction in this step. DDE has 

some advantages:
1) It increases the distances among fn  features. The 

result is features that contain the minimum overlapping and 
redundant information. This characterization allows a feature 
reduction with more reliability because the most informative 
features are chosen and the redundant ones are discarded. 

2) DDE increases the differences among various classes. 
So, the difference between normal and attack classes is 
maximized. Therefore, they can better separated, i.e., 
intrusions are detected with more accuracy.

3) In contrast to feature transformation methods such 

as LDA that can extract maximum 1c −  features, where c  
denotes the number of classes, DDE can extract any number 
of desired features. 

4) DDE just uses the first order statistics (mean vectors). 
It does not need to estimate the second order statistics such as 
covariance matrix. So, it has good efficiency when a limited 
number of training samples is available.

Suppose the mean matrix of c  classes with fn  features 
is given by [24]:
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where ( )1, 2, , ; 1, 2, , ij fm i n j c= … = …   represents the mean of 
class j  in i th dimension. Corresponding to each row of the 
above matrix, a vector ih  can be considered:
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�
(3)

Maximizing the differences between features can be equal 
to maximizing differences between ( )1, 2, ,i fi n= …h  vectors. To 
this transformation, the projection matrix 

1A  is used:
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,   1, 2, ,i i fc c c c

i n
× × ×
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�

(4)

The entries of matrix 1A  can be obtained by defining the 
cost function 1ψ  and maximizing it:                                            
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To obtain the matrix form of the above optimization 
function, i.e., 

( )1f fc n c nc c× ××
=G A H                                                        (7)

the following matrices are defined:

 

Fig. 1. Proposed framework for intrusion detection. 

 

Fig. 1. Proposed framework for intrusion detection.
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By defining the cost function 2ψ  and maximizing it, the 
entries of 2A  are computed:

 ارائه معادلات دارای اشکال به همراه شماره معادله در متن مقاله: ججدول 
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                        �    (13)

where ( ) ( )2   1, 2, , ; 1, 2, ,
ij

w i c j c= … = …  are the entries of 
matrix 2W :
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To obtain the matrix form of the above optimization 
problems, i.e.,

( )
´

2 ff f f
n cn c n n ×× ×

=R A M                                                            (15)

the following matrices are defined:
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[ ]1 2, , , c= …R r r r                                         �                      (17)

The function 2ψ  is rewritten:

( )( )2 2 2
Ttrψ = −R D W R
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where 2 2 2= −L D W  and 2D  denotes the diagonal matrix 
with ( ) ( )2 2

1

c

ii ij
j

w
=

= ∑D . For extraction of ,f newn  features from fn  
original ones, ,f newn  eigenvectors of ´ ´

2

T

M L M , corresponding to 
the 

,f newn  largest eigenvalues compose the projection matrix 
2A .  

2.3.Classification using SVM
The SVM classifier provides a hyperplane with the 

following discriminant function for separating each pair of 
classes [25]-[26]:   

( ) .i if b= +x w x                                                          �     (19)

where ( ) ( )1
1, ,

f
i n

i N
×

= …x  is i th training sample and 1fn ×w  is 
the weight vector that is normal to hyperplane and b  denotes 
the bias term. To separate each pair of the given classes, we 
should have:

( ). 1,  1, ,iy b i N+ ≥ = …iw x                                                       (20)

where iy  is the class label of i th training sample. The 
hyperplane, which maximizes margin among classes, is found 
where the margin is equal to 1

w
. To this end, the following 

optimization problem should be solved [27]:                                                            

 ارائه معادلات دارای اشکال به همراه شماره معادله در متن مقاله: ججدول 
 MathTypeمعادله تایپ شده در  شماره معادله  مورد 

1 5 𝜓𝜓1 = ∑∑‖𝒈𝒈𝑖𝑖 − 𝒈𝒈𝑗𝑗‖
2(𝑤𝑤1)𝑖𝑖𝑖𝑖

𝑛𝑛𝑓𝑓

𝑖𝑖=1

𝑛𝑛𝑓𝑓

𝑗𝑗=1
 

2 6 (𝑤𝑤1)𝑖𝑖𝑖𝑖 = (‖𝒉𝒉𝑖𝑖 − 𝒉𝒉𝑗𝑗‖
2)

−1
 

3 13 𝜓𝜓2 = ∑∑‖𝒓𝒓𝑖𝑖 − 𝒓𝒓𝑗𝑗‖
2(𝑤𝑤2)𝑖𝑖𝑖𝑖

𝑐𝑐

𝑖𝑖=1

𝑐𝑐

𝑗𝑗=1
 

4 14 (𝑤𝑤2)𝑖𝑖𝑖𝑖 = (‖𝒎́𝒎𝑖𝑖 − 𝒎́𝒎𝑗𝑗‖
2)

−1
 

5 21 min 12 ‖𝐰𝐰‖
2 

6   
7   
8   
9   
10   

( )s.t.   . 1,  1, ,iy b i N+ ≥ = …w xi                                                 (21)

The Lagrange multipliers method is used for solving 
the above optimization problem. The solution, i.e., the 
discriminant function or the optimal hyperplane is given by:

( ) ( ).i i
i T

f x y bα
∈

= +∑ x xi                                                     (22)

where iα  represents the Lagrange multiplier and T  
denotes the subset of training samples associated with 
the nonzero Lagrange multipliers, i.e., support vectors. 
The samples are mapped to a higher feature space through 
a mapping function and by using the kernel trick. The 
discriminant function of the nonlinear SVM classifier can be 
obtained by:

( ) ( ),i i
i T

f y K bα
∈

= +∑ ix x x                                                      (23)
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where 

11 
 

through a mapping function and by using the kernel trick. The discriminant function of the nonlinear 

SVM classifier can be obtained by: 

                                                             𝑓𝑓(𝒙𝒙) = ∑ 𝛼𝛼𝑖𝑖𝑦𝑦𝑖𝑖𝐾𝐾(𝒙𝒙𝒊𝒊, 𝒙𝒙) + 𝑏𝑏𝑖𝑖∈𝑇𝑇                                                      (23) 

where 𝐾𝐾(𝒙𝒙𝒊𝒊, 𝒙𝒙) = 〈Ф(𝒙𝒙𝒊𝒊), Ф(𝒙𝒙) 〉 is the kernel function that 〈𝒂𝒂, 𝒃𝒃 〉 denotes the inner product of two 

vectors 𝒂𝒂, 𝒃𝒃.  

3. Experiments and Findings  

The performance of the proposed intrusion detection framework is assessed in this section. The used 

dataset is NSL-KDD [28] which is introduced to solve some problems of the KDD Cup ’99 dataset [29]. 

The KDD Cup ’99 dataset is an intrusion detection benchmark containing examples of normal and attack 

connections. One of the main problems in the KDD dataset is the huge volume of redundant samples, 

which bias the learning algorithms towards the frequent samples. This dataset has 41 features reported in 

Table 1 [30]. All attacks (malicious behaviors) are classified into one of four main categories: 

1) Probe: the information of networks is probed through scanning ports and host activities.  

2) Denial of service (DoS): the access of legitimate users to the given machine or service is interrupted.  

3) Remote to local (R2L): attacker imitates the behavior of local users to gain remote access to a 

sacrificed machine.  

4) User to root (U2R): the limited access of a user is escalated to a root access like a super user by 

applying stolen credentials or malware infection.  

Among four above attacks, detection of R2L and U2R are the hardest tasks because attacker mimics the 

behavior of legal or normal user [31]. This categorization is represented in Table 2 [22]. The number of 

samples in each class in the training and testing data is also given in Table 3. There are several symbolic 

features in the dataset that have to be converted into the numerical values for processing and analysis. As 

examples of the symbolic features, we can refer to the protocol type (TCP, UDP and ICMP) and service 

 is the kernel function that 
,  a b  denotes the inner product of two vectors ,a b . 

3.Experiments and Findings 
The performance of the proposed intrusion detection 

framework is assessed in this section. The used dataset is 
NSL-KDD [28] which is introduced to solve some problems 

of the KDD Cup ’99 dataset [29]. The KDD Cup ’99 dataset 
is an intrusion detection benchmark containing examples of 
normal and attack connections. One of the main problems in 
the KDD dataset is the huge volume of redundant samples, 
which bias the learning algorithms towards the frequent 
samples. This dataset has 41 features reported in Table 1 [30]. 
All attacks (malicious behaviors) are classified into one of four 
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main categories:
1)Probe: the information of networks is probed through 

scanning ports and host activities. 
2)Denial of service (DoS): the access of legitimate users to 

the given machine or service is interrupted. 
3)Remote to local (R2L): attacker imitates the behavior of 

local users to gain remote access to a sacrificed machine. 
4)User to root (U2R): the limited access of a user is 

escalated to a root access like a super user by applying stolen 
credentials or malware infection. 

Among four above attacks, detection of R2L and U2R are 
the hardest tasks because attacker mimics the behavior of 
legal or normal user [31]. This categorization is represented 
in Table 2 [22]. The number of samples in each class in the 
training and testing data is also given in Table 3. There 
are several symbolic features in the dataset that have to 
be converted into the numerical values for processing and 
analysis. As examples of the symbolic features, we can refer 
to the protocol type (TCP, UDP and ICMP) and service 
type (HTTP, FTP, Telnet, …). The values of the symbolic 

attributes are replaced by the numeric values as shown in 
Table 4 [32]. 

     To evaluate the performance of the intrusion detection 
system, the detection accuracy of normal and attack classes, 
detection rate (DR) and false (positive) alarm rate (FAR) are 
used.

DR is a measure of correctly detection of attack samples 
with respect to all attack ones. FAR is a measure of wrongly 
detecting the normal samples as attack of all normal samples. 
DR and FAR are computed by using the following performance 
indicators:

· True Positive (TP): the number of attack samples that are 
correctly detected.

· True Negative (TN): the number of normal samples that 
are correctly classified.

· False Positive (FP): the number of normal samples that 
are falsely classified as attack.

· False Negative (FN): the number of attack samples that 
are falsely classified as normal.

DR and FAR are computed by [33]:

Table 2. Attacks categorization in NSL-KDD dataset [22]. 
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Table 4. Numeralization of symbolic attributes in NSL-KDD dataset [32]. 
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TPDR
FN TP

=
+

                                                                          (24)

FPFAR
FP TN

=
+

                                                                         (25)

The polynomial kernel with default parameters of LIBSVM 
is used for implementation of SVM classifier [27]. The data is 
normalized before giving to the feature extraction module, as 
explained before. Three types of features are experimented as 
input of the SVM classifier:

1) 41 original features of dataset (represented in Table 1).
2) 5 distance features. Each distance feature is defined as 

norm of the distance between each sample to the mean of 5 
available classes (probe, DoS, R2L, U2R and normal):

( )norm ; 1,2,3,4,5i i kd k= − =x m � (26)

where id  denotes the distance feature of sample ix , 
defined as norm of the difference between ix  and km . In 
this formula, km is the mean vector of class k  and ( )norm a  is 
the Euclidean norm of vector a . 

3) ,f newn  features extracted by the DDE method. , 10, 41f newn =  

are experimented in this work. 
The classification accuracy of different classes are reported 

in Table 5. In addition, the detection rate and false alarm rate 
of different feature sets are represented in Table 6. The best 
case of each column is bolded in the Tables. The following 
conclusions can be found from the obtained results:

1)R2L and U2R attacks are the hardest attacks for 
identification. As seen, the detection accuracies of these 
attacks are much less than other ones.

2)The normal connections are identified with more 
detection accuracy than attacks. 

3)By using 41 original features, the R2L attacks are 
detected with the highest accuracy. 

4)The use of only 5 distance features fails to work. 
5)The use of DDE features improves the detection accuracy 

compared to using the original features or the distance ones. 
6)The highest detection rate is obtained when 41 DDE 

features are used beside 5 distance features.   
7)The lowest false alarm rate is obtained when 41 DDE 

features are used.   
8)The highest classification accuracy of the normal class is 

obtained by using 41 DDE features.
The proposed method is compared with the bagging 

boosting based on C5 decision trees [6], decision forest [7], 
combined several classifiers [5], rules based rough set theory 

Table 5. Classification accuracy of normal and different attack classes. 

 

  

Features  Probe  DoS  R2L  U2R  Normal  
41 original features 85.62 87.99 25.60 8.11 90.10 
5 distance features 1.54 39.37 22.06 13.51 63.08 
10 DDE extracted features 73.24 53.33 16.73 10.81 63.84 
41 DDE extracted features 76.31 81.91 6.28 8.11 97.48 
5 distance features +10 DDE extracted features 76.49 79.18 8.05 13.51 97.06 
5 distance features+41 DDE features 83.00 92.15 16.64 2.70 96.18 
41 original features +10 DDE extracted features 98.64 86.33 11.96 13.51 95.58 
41 original features +41 DDE extracted features 78.66 86.08 15.14 5.41 97.18 

Table 5. Classification accuracy of normal and different attack classes.

Table 6. Detection rate and false alarm rate of different feature sets. 

Features  Detection rate (DR) False alarm rate (FAR) 
41 original features 66.43 9.90 
5 distance features 31.56 36.92 
10 DDE extracted features 51.03 36.16 
41 DDE extracted features 59.22 2.52 
5 distance features +10 DDE extracted features 61.48 2.94 
5 distance features+41 DDE features  68.21 3.82 
41 original features +10 DDE extracted features 66.39 4.42 
41 original features +41 DDE extracted features 60.73 2.82 

 

  

Table 6. Detection rate and false alarm rate of different feature sets.

Table 7. Comparison with other methods 

 

Method  Probe  DoS  R2L  U2R  Normal  Detection 
rate (DR) 

False alarm 
rate (FAR) 

Bagging boosting based on C5 decision trees 
(2000) 

83.3 97.1 8.4 13.2 99.5 N/A N/A 

Decision forest (2000) 84.5 97.5 7.3 11.8 99.4 N/A N/A 
Combined classifiers (2003) 88.7 97.3 9.6 29.8 n/r N/A N/A 

Rules based rough set theory (2006) 74.9 96.8 7.9 3.8 99.5 N/A N/A 
Two-layer Dimension Reduction and Two-

tier Classification (TDTC) (2019) 
87.32 88.20 42 70.15 94.43 84.86 4.86 

Proposed (DDE features)  98.64 92.15 16.73 13.51 97.48 68.21 2.52 

Table 7. Comparison with other methods
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[11] and TDTC [22]. The results are reported in Table 7. Note 
that the best combination case of DDE features are reported 
for the proposed method. The best value for each assessment 
measure is bolded in each column. About different classes of 
attacks and normal, the following findings are obtained:

·For detection of attacks of probe, the proposed method 
provides the highest detection accuracy. After the proposed 
DDE based method, the TDTC method obtains good 
accuracy. 

·For DoS attack, the decision trees method provides the 
best result. The combined classifiers and bagging method 
rank second and third, respectively with a small difference. 

·For two attacks of R2L and U2R, TDTC ranks first with a 
significant difference with respect to others. 

·For normal class, the bagging method and the rules 
based rough set theory provide the best detection accuracy. 

·The highest detection accuracy is reported by TDTC.
·The lowest false alarm rate is achieved by the proposed 

DDE based method. 
Generally, with a brief review on the obtained results, it 

can be found that the proposed method could obtain good 
results in all classes except two classes of R2L and U2R that are 
well recognized by TDTC. Eventually, although the highest 
detection accuracy is obtained by TDTC, but, the lowest false 
alarm rate is provided by the proposed method. By comparing 
the TDTC method with the proposed method, by considering 
7 measures inclusive detection accuracy of probe, DoS, R2L, 
U2R, normal and also detection accuracy and false alarm rate, 
it can be found that, the proposed method is preferred in 4 
measures (accuracy of probe, DoS, normal and false alarm 
rate) while TDTC is preferred in 3 measures (accuracy of R2L 
and U2R and detection rate). 

4.Conclusion
An intrusion detection framework is proposed in this 

work. The DDE feature transformation is used for extraction 
of non-overlapped features with maximum differences 
between classes. The extracted features are given to the SVM 
classifier with polynomial kernel for classification of normal 
and attacks categories. Different combinations of the DDE 
features with 41 original features of NSL-KDD and 5 distance 
features defined as the distance norm of each sample to each 
of classes (probe, DoS, R2L, U2R and normal) are evaluated 
for intrusion detection. The experiments show that the use of 
DDE features and combination of them with distance features 
and the original ones can increase the detection rate and 
decrease the false alarm rate.  
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