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ABSTRACT: In recent years, Convolutional Neural Networks (CNNs) have made significant strides in 
the field of segmentation, particularly in semantic segmentation where both accuracy and efficiency are 
crucial. However, despite their high accuracy, these deep networks are not practical for real-time use due 
to their low inference speed. This issue has prompted researchers to explore various techniques to improve 
the efficiency of CNNs. One such technique is knowledge distillation, which involves transferring 
knowledge from a larger, cumbersome (teacher) model to a smaller, more compact (student) model. 
This paper proposes a simple yet efficient approach to address the issue of low inference speed in CNNs 
using knowledge distillation. The proposed method involves distilling knowledge from the feature maps 
of the teacher model to guide the learning of the student model. The approach uses a straightforward 
technique known as pixel-wise distillation to transfer the feature maps of the last convolution layer 
of the teacher model to the student model. Additionally, a pair-wise distillation technique is used to 
transfer pair-wise similarities of the intermediate layers. To validate the effectiveness of the proposed 
method, extensive experiments were conducted on the PascalVoc 2012 dataset using a state-of-the-art 
DeepLabV3+ segmentation network with different backbone architectures. The results showed that the 
proposed method achieved a balanced mean Intersection over Union (mIoU) and training time.

Review History:

Received: Nov. 15, 2022
Revised: Apr. 28, 2023
Accepted: Apr. 30, 2023
Available Online: Oct. 10, 2023

Keywords:

Computer Vision

Convolutional Neural Networks

Deep Learning

Semantic Segmentation

Knowledge Distillation

Deep Neural Networks

99

1- Introduction
Semantic segmentation is a pixel-wise classification 

problem that involves assigning a specific class or label to 
each pixel in an image. It is an essential topic in computer 
vision and has numerous real-world applications such as 
virtual reality, autonomous driving, and video surveillance. In 
recent years, several deep neural network-based approaches 
have been developed for semantic segmentation, resulting 
in superior performance. However, these methods, such 
as DeepLab  ]1[  and PSPNet [2], come with cumbersome 
models and require costly computation, even though they 
have substantially improved the accuracy of segmentation. 
To address the issue of low inference speed in semantic 
segmentation, real-time architectures have been proposed, 
such as Enet [3], ESPNet [4], ICNet [5], and BiSeNet [6, 7]. 
Additionally, several strategies have been developed to reduce 
the size of models and improve their cost-effectiveness, 
including model pruning, model quantization, and knowledge 
distillation. Among these, knowledge distillation is currently 
receiving significant research attention. This technique 
involves training a smaller network under the supervision 
of a more extensive network, which was first proposed 
in [8]. Unlike other compression methods, knowledge 
distillation reduces the size of a network without considering 

the structural differences between the teacher and student 
networks. In order to train compact semantic segmentation 
networks, this paper investigates the effectiveness of the 
knowledge distillation technique, which has demonstrated 
success in classification tasks [8, 9]. Similar to most existing 
methods, the semantic segmentation problem is approached 
by treating it as a collection of individual pixel classification 
problems. The knowledge distillation approach is then 
applied to the pixel level. However, unlike classification 
task, semantic segmentation requires a structured output. As 
a result, long-range dependencies play a significant role in 
semantic segmentation, and the teacher and student models 
typically capture different long-range contextual information 
due to differences in their receptive fields. This research 
explores these differences and aims to develop a knowledge 
distillation approach that effectively transfers this contextual 
information across different models. Additionally, this work 
presents structured knowledge distillation, which transfers 
the structural information with pair-wise distillation using 
intermediate feature maps that are known to contain rich 
information [10, 11]. This pair-wise distillation, along with 
the pixel-wise distillation, gives the student network a wealth 
of information from the teacher network. To achieve this, an 
objective function that combines a conventional cross-entropy 
loss with the distillation losses is optimized. In summary, the 
main contributions of this work are as follows:  *Corresponding author’s email: kasaei@sharif.edu
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• Investigating a knowledge distillation strategy for 
training accurate compact semantic segmentation 
networks. 

• Defining pixel-wise and pair-wise distillation 
approaches to transfer spatial information and long-
range dependencies from teacher to student network. 

• Validating the effectiveness of the method on the 
Pascal VOC 2012 [12] dataset with a state-of-the-art 
segmentation network; namely, DeepLabV3+ [13] with 
different backbones.

2-  Related Works
This section provides an overview of the relevant literature 

related to the topic of this work. In particular, it reviews 
the state-of-the-art research on semantic segmentation and 
knowledge distillation.

Semantic Segmentation: Semantic segmentation is 
widely recognized as a challenging task, which involves 
combining global information with detailed local information 
to accurately predict the structure of an input image by 
classifying pixels into categories. Semantic segmentation 
networks are usually larger than classification networks, as 
they need to extract additional information beyond what is 
required for classification. The fully convolutional framework, 
which was first introduced in [14], provides several crucial 
improvements to segmentation network design. It can utilize 
pre-trained weights of classification networks, perform 
on variable input sizes, and be trained end-to-end. Two of 
the most powerful and popular segmentation networks in 
existence are DeepLabV3+ [13] and PSPNet [2]. Due to the 
flexible design of these networks, one can choose either a big 
and powerful or a small and efficient classifier network as 
their backbone. They both employ Atrous convolution and 
pyramid spatial pooling techniques to capture global context 
while preserving feature maps’ resolution and details. In this 
work, the teacher network is DeepLab with ResNet101 [15] 
backbone, while the student networks are DeepLab with 
ResNet18 and MobileNet backbones.

In addition to cumbersome networks for highly accurate 
segmentation, real-time segmentation networks have become 
increasingly popular due to the need for highly accurate 
segmentation in real applications such as mobile applications. 
This is because highly efficient segmentation networks can 
segment data in a fraction of the time compared to cumbersome 
networks. Most works focus on creating lightweight networks 
by accelerating convolution operations using factorization 
methods. Enet [7], inspired by [1], incorporates multiple 
acceleration factors, such as multi-branch modules, early 
feature map resolution down-sampling, minimal decoder 
size, and filter tensor factorization, among others. ESPNet 
[4] replaces conventional convolution layers with a spatial 
pyramid of dilated convolutions to achieve lightweight 
segmentation networks. ICNet [5] employs cascading multi-
resolution branches to increase efficiency, while BiSeNet 
[7] uses two branches to learn both spatial information and 
obtain a large receptive field: spatial and context paths. These 
lightweight segmentation networks have a significant impact 

on real-time applications, as they provide highly accurate 
segmentation results in a fraction of the time compared to 
cumbersome networks.

Knowledge Distillation: The concept of knowledge 
distillation was first introduced in [8], where the student 
network uses the teacher’s predictions as soft labels instead 
of the ground-truth hard labels. Soft labels provide additional 
information about the problem structure and category 
relationships, making them useful for training the student 
network. The teacher-student framework is widely used for 
training compact student networks, and there are many other 
scenarios where it can be useful. Several recent works have 
explored its applications, and here are some examples:
• [16] trains a sequence of identical networks in a way that 

each network distills knowledge from the previously 
trained one, resulting in improved performance. 

• [17] makes use of a method of channel-wise distillation 
that enables students to mimic the correct outputs of the 
teacher.

• [18] utilizes a review mechanism to use past feature 
maps as a guide for the current feature map’s distillation. 

• [19] employs auxiliary models to hold pruned 
intermediate layers of teacher and student, then distills 
them using the curriculum learning approach.

• [20] proposes a relation-based knowledge distillation 
framework for transformers.

The majority of the methods discussed are primarily 
designed for image classification, but [21] applied its approach 
to object detection as well. Other successful examples of 
work on object detection and classification include [22-27]. 
Following classification and detection, one of the earliest 
applications of distillation to semantic segmentation was 
introduced in [28]. In this work, the prediction of the teacher 
network was used instead of the ground truth to train the 
student network. This approach yielded better results because 
the teacher’s output represents an easier distribution for the 
student network to learn. Due to the structural nature of 
semantic segmentation, additional distillation methods are 
applied in addition to pixel-wise knowledge distillation to 
transfer more structural information from teacher to student. 
Similar to [17], [29] attempts to take advantage of channel-
wise distillation while employing a divide-and-conquer 
strategy because channel-wise distillation is time-consuming. 
[30] and [31] try to transfer class-wise similarity by creating 
class prototypes and category-wise similarity by constructing 
the correlation matrix, respectively. In [32], a consistency 
loss was introduced between the student and teacher networks 
to ensure their segmentation boundaries were similar. This 
was achieved by calculating the L2 norm of the difference 
between the output probabilities of the student and teacher 
networks, which was used as an additional loss. Authors of 
[33] employed channel and spatial correlation loss function 
in addition to adaptive cross-entropy loss, which adaptively 
uses ground-truth labels and teacher predictions. [34] 
investigated the design aspects of the feature distillation 
method by reviewing the position of feature maps to distill 
and distillation losses. They proposed a new distance function 
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to distill meaningful information between the teacher and 
student using marginal ReLU. In  [35], two novel distillation 
losses were introduced for segmentation. The pair-wise loss 
was defined as the mean square distance between elements 
of affinity matrices of the teacher and student networks. The 
affinity matrix contains inner products between every pair of 
features that encode pixels, and this loss aimed to encourage 
the student network to learn from the teacher network by 
minimizing the difference between their affinity matrices. 
The second loss, called holistic distillation, used adversarial 
learning to make feature maps of the student network similar 
to those of the teacher network, using a discriminator 
convolutional network. [36] is another relevant work that was 
developed parallel with [35]. This work also used an affinity 
loss, which is similar to the pair-wise loss in [35], except that 
an auto-encoder was trained for the last convolutional layer 
of the teacher network before computing its affinity matrix. 
The authors also used the direct L2 norm distance between 
the student’s last convolutional features and the teacher’s 
encoded features as an additional loss. 

This paper utilizes the idea of pre-activation pixel-wise 
distillation, which was introduced in [34], to distill the 
knowledge of the last convolution layer of the teacher to the 
student. Additionally, a pair-wise distillation method, similar 

to [35], is used to transfer long-range information between 
the intermediate layers of the teacher and student networks.

3- Proposed Method
As mentioned before, [9] proposed a knowledge 

distillation approach to transfer information between two 
feature maps by applying the distance function pixel-by-pixel 
to all of their elements. [37] attempted to extract attention 
maps for the teacher and student networks from their feature 
maps in a specific layer by taking the summation over the 
channels of the feature maps. This allows the student network 
to see where the teacher network is concentrating and pushes 
the student to create an attention map that is similar to the 
teacher’s. Because this method creates an attention matrix 
for each feature map, it is referred as Global Attention Map 
(GAM) distillation in this paper. This section delves deeper 
into the concept of transferring attention maps by distilling 
pre-activation attention maps using the idea of [34] and 
adding pair-wise loss similar to [35]. This will provide 
the student network with rich knowledge to mimic from 
the teacher network. Fig. (1) illustrates the diagram of the 
proposed approach and losses. The remainder of this section 
presents the mathematical notation, followed by the proposed 
method for creating attention maps and similarity matrices. 

 

Fig. 1. Proposed framework for knowledge distillation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Proposed framework for knowledge distillation. The architecture of both the teacher and 
student networks is Deeplab-V3 + [13], although their encoders are different. Student network 
encoder depth is shallower than that of teacher network encoder depth. Teacher network is fixed 
during the training process; only the student network will be trained with two distillation losses 
and cross-entropy loss. The pixel-wise distillation module uses the pre-ReLU feature map of the 
last convolution layer of the decoder before probability scores to transfer detailed spatial infor-
mation. The pair-wise distillation module uses the feature map of the last layer of the encoder to 

create a pair-wise similarity matrix and transfer global information. 
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Finally, a loss function for distillation between the teacher 
and student networks is explained.

Let c h wA × ×∈  be an intermediate feature map obtained 
from a segmentation network with spatial dimensions of 
h w×  and c  channels. To index a specific element at depth 
k  and spatial dimensions, we use the notation ( )kA x  where 
different feature maps are indexed as iA . The matrix A’s 
element-wise power operation is represented by | |pA . The 
Global Attention Map (GAM) attention matrix for the feature 
map at layer i is defined as per [37]
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where 2p = . The GAT matrix of the teacher network 
and the student network can be denoted as t

iG  and s
iG , 

respectively. Then the loss function of the GAT distillation 
method can be expressed as described in [37] 
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 where the loss function of the GAT distillation method 

is then used in combination with segmentation loss, where a 
weighted sum is applied. 
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in this context, the well-known cross-entropy loss 

function, seg , is employed as the segmentation loss between 
the predictions of the student network and the ground-truth 
labels. Although the loss function in Eq. (2) was originally 
defined for image classification, it can be easily adapted for 
semantic segmentation. The distillation point in [9] is the 
end of an arbitrarily chosen intermediate layer, which has 
been demonstrated to have poor performance. The ReLU 
activation function selectively permits positive information 
to pass through and eliminates negative information, 
indicating that any knowledge distillation approach must 
account for this information loss. To address this issue, the 
pre-activation position is used for knowledge distillation, 
as it preserves both positive and negative values without 
any alteration, as demonstrated in  [34]. To ensure effective 
distillation, an appropriate distance metric must be used 
based on the pre-ReLU position. In the teacher’s feature map, 
positive responses are critical for the network, and they must 
be transferred with their exact values. If the student response 
is greater than the target value, it should be reduced for a 
negative teacher response. However, if the student response 
is lower than the target value, it need not be increased since 
negative values are already blocked by ReLU, regardless of 
their magnitudes. For any teacher and student feature maps, 

, c w hT S × ×∈ , where the i-th component of the tensor is 
,i iT S ∈ , the partial L2 distance is defined as [34]
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then proposed pixel-wise loss between teacher and student 

is defined
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 where tL  and sL  are GAM matrices of the last convolution 

layers of the teacher and student, respectively. These matrices 
are created based on Eq. (1) with 1p = , to preserve negative 
values. Although the GAM matrix neglects the information 
in the channels of the feature maps, simply summing over 
channels will reduce the training time of the method while 
still allowing the transfer of useful information. In addition 
to the pixel-wise loss, a loss is used that is pair-wise and 
analogous to [35]. Let F be a global feature produced by max 
pooling an intermediate feature map with proper stride size 
to create 3 3×  features. These features are then flattened to 
create a feature vector of size 9 for each channel of the feature 
map as 
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where c w hM × ×∈  is an intermediate feature map 

from the last convolution layer of the encoder and 9
if ∈

; 1 i c≤ ≤  is a new global feature created from M. Then 
similarity between the i-th and j-th pixel is calculated to 
create a similarity matrix, 9 9E ×∈ , as
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finally, the squared difference is the basis for formulating 

the pair-wise similarity distillation loss in [35] as
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where tE  and sE  are the similarity matrices of teacher 

and student, respectively. The overall loss function of our 
method then is a weighted sum of seg , pi , and pa , 
defined by



A. M. Mansourian et al., AUT J. Model. Simul., 55(1) (2023) 99-108, DOI: 10.22060/miscj.2023.21949.5307

103

| |k p
i i

k
G A                  (1) 

 

2
2 2

i

t s
i i

GAT t s
i i

G G
G G

   (2) 

.
itotal seg i GAT

i
   (3) 

2

0 0
( , )

( ) .

c w h
i i

p
i i i

ifS T
d T S

T S otherwise

   
  
  (4) 

( , ).t s
pi pd L L  (5) 

( ( )).i
if Flatten MaxPool M  (6) 

 

,
2 2

.
T

i j
i j

i j

f f
e

f f
  (7) 

 

2
2

1( , ) ( ) .
( )

w h
t s t s

pa ij ij
i j

E E e e
w h

 
   (8) 

.total seg pi pa     (9) 

 

 (9)

 
It should be noted that any potential differences in the 

spatial dimensions of the attention maps between the teacher 
and student networks can be rectified through a straightforward 
bilinear upsampling operation. As experiments of this 
research show, pixel-wise distillation achieves better results 
on the last layers, whereas pair-wise distillation can perform 
better on the intermediate layers.

4- Experiments
To validate the proposed method, the standard PascalVoc 

2012 dataset was used, which includes 1,464 labeled images 
for training, 1,449 for validation, and 1,456 for testing. 
This dataset is widely used for the semantic segmentation 
task, and the mean Intersection over Union (mIoU) metric 
over the validation set is typically used for reporting results. 
The dataset contains 21 classes, including the background 
class, which must be included in computing the mIoU. 
The teacher network used in this study is the Deeplab-V3+ 
with ResNet101 backbone, which has 59,344,309 trainable 
parameters. The student networks are the Deeplab-V3+ with 
ResNet18 backbone, with 16,608,181 trainable parameters, 
and MobileNet-V2, with 5,816,053 trainable parameters. All 
of the weights defined in Eq. (3) and Eq. (9) were fine-tuned 
by testing values of 100, 10, 1, and 0.1, and selecting the best 
one. Based on this, the best choices forλ , β , and α  were 
found to be 1, 1, and 100, respectively. All of the models were 
trained with a similar configuration, with a batch size of 6, a 
total of 120 epochs, and a starting learning rate of 0.007. Each 
training image was preprocessed by random scaling to 0.5 
to 2 times of their original size, horizontal random flip, and 
finally, a random crop of 513×513 pixels. For validation, each 
image was resized to 513×513 pixels. By using this dataset 

and training configuration, the performance of the proposed 
approach can be evaluated and compared to other methods.

In the experiments presented in this study, the standard 
PascalVoc dataset was not augmented, unlike some other 
papers that have employed this technique. The teacher 
and student networks used ImageNet pre-trained weights 
in their backbones, and their segmentation parts were 
randomly initialized. The experiments were performed on 
two different layers: the middle layer, which refers to the 
last layer of the decoder, and the end layer, which refers to 
the last convolutional layer of the segmentation network. 
Table 1 presents comprehensive comparisons that validate 
the effectiveness of each distillation approach. The results 
for two different backbones with different sizes demonstrate 
that the proposed method is architecture-independent and 
can be applied to any encoder/decoder-based segmentation 
network. Each distillation module contributes to a higher 
mIoU score, indicating that two distillation modules improve 
the training of the student network. Table 2 shows the results 
of different approaches explained in the previous sections. It 
can be observed that distillation can improve the performance 
of the student network, and the proposed distillation method 
outperforms the methods of  [37] and [34] without adding too 
much computational burden. In Fig. 2, some examples of the 
output of the teacher, student, and student with distillation are 
presented to demonstrate the effect of the proposed distillation 
method. As discussed earlier, pixel-wise distillation works 
better on the last layer, as it is closer to probability scores and 
a better candidate for pixel-wise distillation. For pair-wise 
distillation, the intermediate layer has better performance 
than the last layer. The results in Table 3 validate these claims. 
The training time of each method in Table 3 also shows the 
simplicity of both distillation methods. The training time for 
the last layers is higher than that of the intermediate layers, as 
the feature map size of the intermediate layers (output of the 

Table 1. Effectiveness of the proposed distillation method on two student networks: MobileNet v2 and 
Resnet-18 with/without pixel-wise and pair-wise distillation modules. The results are average of three 

runs on the PascalVoc 2012 validation set.
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Method                                                             Pixel-wise      Pair-wise        mIoU(%)       Params(M) 
 
Teacher: Deeplab-V3 + (ResNet-101)                                                             74.78               59.3 
Student: Deeplab-V3 + (ResNet-18)                    n/a                 n/a                 66.59               16.6 
Student: Deeplab-V3 + (ResNet-18)                                                             69.04               16.6 
Student: Deeplab-V3 + (ResNet-18)                                                             68.47               16.6 
Student: Deeplab-V3 + (ResNet-18)                                                          69.21               16.6 
Student: Deeplab-V3 + (MobileNet-V2)              n/a                 n/a                 62.92               5.8 
Student: Deeplab-V3 + (MobileNet-V2)                                                       64.48               5.8 
Student: Deeplab-V3 + (MobileNet-V2)                                                       63.56               5.8 
Student: Deeplab-V3 + (MobileNet-V2)                                                    64.71               5.8 
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encoder) is smaller than that of the last layers (output of the 
decoder). Therefore, using the GAM matrix for the last layers 
will reduce the training time.

In conclusion, the extensive experiments conducted in this 
study show that using pixel-wise distillation on the last layers 
and pair-wise distillation on the intermediate layers leads 
to a good balance between accuracy and training time. The 
proposed distillation approach can improve the performance 
of the student network and is applicable to a wide range of 
segmentation networks.

5- Conclusion and Future Work
In this work, two methods for distilling knowledge from a 

cumbersome network to a compact model were introduced by 
considering the pixel-wise and pair-wise similarity between 
the two networks. Experiments showed that it can successfully 
boost the student network’s performance. Higher levels 
of deep networks contain more abstract information. In an 

extreme example, the normalized prediction layer is trained 
to have pure information about the structure of the problem 
and forget as much as possible about the details of instances 
of the objects. Even two identical network architectures might 
find two different local optimums in their training stages, and 
the chance of having distant representations for each input 
decreases as the depth of the layer of representation increases. 
This fact has attracted researchers to invent methods that can 
distill information from deeper and near last feature maps of 
two networks. The proposed method solved this problem by 
taking the intermediate feature maps and transforming them 
into similarity matrices and using the last layers to create 
meaningful representations that wash out restrictive details 
for distillation and hold helpful information that can guide the 
student in the optimization space. In the future, the community 
may want to pay more attention to the use of information in 
channels to create more meaningful feature maps to invent 
more novel distillation functions. Several works exploiting 
channel-wise information have been proposed but suffer 

Table 2. The average and standard deviation of mIoU metric of three runs with different random seeds 
and their training time for different training methods on the validation set of PascalVoc 2012.

Table 2. The average and standard deviation of mIoU metric of three runs with different random seeds and their 
training time for different training methods on the validation set of PascalVoc 2012. 

Network Avg. of mIoU Std. of mIoU Time(msecond) 

Teacher 74.48 0.44 760 
No Distillation 66.59 0.29 250 

GAT [37] 67.11 0.28 450 
Method of [34] 68.53 0.25 560 

Proposed Method 69.21 0.63 740 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3. Comparison of the results and training time of each distillation method with different positions 
of feature maps. The middle and end refer to the last convolution layer of the decoder and the last con-
volution layer before the probability scores of the deepplab-v3+, respectively. The results are average 

of three runs on the PascalVoc 2012 validation set.
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Distillation Method Avg. of mIoU Time(msecond) 

Pixel-wise(MIDDLE) 68.46 700 

Pixel-wise(END) 69.04 720 

Pair-wise(MIDDLE) 68.47 680 

Pair-wise(END) 68.54 760 
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from expensive computation for distilling channel-wise 
information. In this work, simple and efficient methods were 
employed, but exploiting the information in the feature maps 
channels may have good potential for knowledge distillation.
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